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Abstract – Mobile ad hoc networks are envisaged to play a vital 

role in ubiquitous networking owing to their mobility support 

without relying on infrastructure-based design. Conversely, the 

same feature makes routing in these networks challenging as 

compared to the typical wired networks. As a result typical 

routing protocols designed for wired networks are not 

appropriate for these networks. A number of routing protocols 

have emerged over the last few years which can be generally 

classified as proactive and reactive routing protocols. In this 

research, we analyze and compare three most important routing 

protocols from both categories in terms of throughput, end to 

end delay and packet delivery fraction. This comparison is useful 

in understanding the requirements and challenges for routing 

protocols in mobile and ad hoc setting and forms the basis of 

designing a new routing protocol which we plan to present in 

future. Our simulation results based on simulations carried out 

using Network Simulator (NS2) show that Dynamic Source 

Routing (DSR) protocol gives best performance as compared to 

Ad-hoc On-demand Distance Vector (AODV) and Destination 

Sequenced Distance Vector (DSDV) routing protocols when 

network size is large and node mobility is high. 

Index Terms – Wireless networks, infrastructure-less, AODV, 

DSR, DSDV, throughput, delay  

1. INTRODUCTION 

During the last few decades, wireless networks have 

experience immense growth and popularity due to mobility 

support, wireless connectivity and ubiquitous access. Wireless 

networks can be broadly classified into two types, the 

‘Infrastructure networks’ such as the cellular networks which 

rely on fixed base stations which connect wirelessly with the 

end users providing them connectivity with the back end 

wired network. The other type is ‘Infrastructure-less or ad hoc 

networks’ that comprise of a collection of end systems called 

nodes that are self-configurable and communicate with each 

other without relying on a fixed base station. Although these 

networks offer high user mobility and on demand networking, 

a key challenge in these ad hoc networks is frequent changes 

in network topology due to high mobility [1], [2].  

The routing protocols are mainly designed for computing the 

best routes from source to destination. The standard routing 

protocols which are used in wired networks like the Internet 

are not suitable for mobile ad hoc networks, essentially due to 

their wireless ad hoc nature and high mobility. Hence there is 

a need for design changes in standard routing approaches or 

designing new protocols which are adapted to the frequent 

topology changes and wireless link dynamics of the ad hoc 

networks. A number of routing protocols have been proposed 

fitting various requirements of ad hoc networks, these routing 

protocols are broadly classified into three types, proactive 

(table driven), reactive (on demand) and hybrid (mixture of 

both proactive and reactive protocols) [3]. Each type has its 

own merits and demerits and is considered suitable for certain 

network conditions.  

In this research, first of all we highlight the typical features of 

the most important routing protocols for mobile ad hoc 

networks and identify their strengths and shortcomings. Next 

we compare their performance in terms of throughput and 

delay. We have selected one routing protocol from each 

category, we have selected Ad hoc On-demand Distance 

Vector (AODV), Dynamic Source Routing (DSR) and 

Destination Sequence Distance Vector (DSDV) routing 

protocols and analyzed their performance [4] – [6]. AODV 

and DSR are reactive protocols whereas DSDV is proactive. 

We have used Network Simulator (NS2.35) for simulations 

and the performance metrics for evaluation are end-to-end 

delay, throughput and packet delivery fraction.  

The remaining paper is organized as follows: section 2 

discusses the related work, section 3 briefly describes the 

basic design and functionality of each of the three routing 

protocols, section 4 presents the network model and 
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performance evaluation metrics, in section 5 we present and 

discuss the results and finally section 6 concludes the paper. 

2. RELATED WORK 

Since routing protocols for ad hoc networks pose significant 

design challenges, a number of research efforts have been 

directed towards developing as well comparing notable 

routing protocols, some of which are worth discussing. H. 

Ehsan and Z.A. Uzmi [1] compared the ad hoc routing 

protocols namely AODV, DSR, DSDV and TORA. Their 

findings show that DSR outperforms other routing protocols 

because of its ability to utilize caching effectively and 

supporting multiple routes to the destination. TORA has high 

routing overloads and AODV has to go through adverse end 

to end delays. They also conclude that in DSDV packet 

delivery fraction is low for high mobility simulation scenario. 

J. Broch et al. [7] carried out performance analysis of four 

routing protocols for ad hoc networks. They carried out 

simulations in Network Simulator version 2 (NS2), their work 

is focused on medium sized networks comprising of around 

50 nodes, 10 to 30 traffic sources and seven different pause 

times. Their results show that in medium sized networks, 

DSR protocol gives best performance at different mobility 

rates. In [8] D. Johnson et al. have analyzed throughput, delay 

and routing load for some of the major routing protocols. 

They simulated a 50 node network in NS2 and compare the 

performance of routing protocols for various workloads. Their 

results depict that DSR is more effective at low network load 

whereas AODV works better at higher network load.  

N Vetrivelan and A V Reddy [9] evaluate average delay, 

packet delivery fraction and routing load for AODV, DSDV 

and TORA. They varied number of nodes and from 10 to 25 

and kept simulation time up to 100sec. Their findings show 

that as far as average delay is concerned AODV outperforms 

the other two routing protocols but in terms of packet delivery 

fraction, TORA gives better performance and DSDV 

performs best in less stressful situations. For normalized 

routing load DSDV is better in stressful conditions followed 

by TORA. In [10] Kumar compared AODV and DSR in terms 

of various performance metrics. He varied simulation time 

from 10sec, 15sec and 20sec. He observed that initially packet 

loss is less in case of AODV but as simulation time increases 

packet loss increases whereas, in case of DSR packet loss is 

high initially but it decreases with increasing simulation time. 

3. ROUTING PROTOCOLS FOR MANETS 

Our work primarily concerns the three most important 

protocols from each category of the routing protocols for 

mobile ad hoc networks. In this section, we briefly describe 

the main design philosophy and key features of each of these 

protocols. 

 

3.1. Ad-hoc On-demand Distance Vector (AODV) Protocol 

The AODV protocol was developed as a joint contribution 

and it primarily focused on mobile and wireless ad hoc 

networks including ZigBee [4]. It supports unicast and 

multicast routing. The AODV protocol is based on the source-

initiated algorithm which implies that the routing path from 

source to destination is discovered on demand from the source 

only. The protocol operates as follows: In the routing table, 

the recently used routes are maintained and each time a packet 

has to be forwarded, there is no need to the network to find 

routes and burden the network by sending route request 

(RREQ) messages. Path detection method of AODV 

comprises of RREQ, route reply (RREP) and route error 

(RERR). For route discovery, a node sends RREQ messages 

to all of its neighboring nodes. This RREQ message contains 

the sequence number of the destination. This guarantees route 

validity and eliminates routing loops. On receiving RREQ 

each neighboring node checks destination id and when path is 

tracked RREP is sent back to the requesting node. If path 

tracking fails, the neighboring nodes forward the request 

further to their neighboring nodes. In case of a broken link the 

RERR message is sent to the requesting node. The salient 

features of this protocol can be summarized as follows: 

 The nodes maintain route information for the 

required routes only.  

 Broadcasting is minimized.  

 Reduced duplications result in reduced memory 

requirements.  

 The protocol response is swift in case of link 

breakage in active routes.   

 The protocol is highly scalable and suitable for large 

networks. 

3.2. Dynamic Source Routing (DSR) Protocol 

The DSR routing protocol was designed for the wireless mesh 

networks. Although just like AODV, the routes are formed on 

demand from the source node, but in DSR routing tables are 

not maintained at the intermediate nodes [5]. Instead DSR 

uses source routing. There is an option for hop-by-hop 

operation in DSR in case of memory constraint or overhead 

for long paths. It comprises of two processes namely route 

discovery and route maintenance. It is dynamic source routing 

in which sender determines the entire path a packet has to 

travel and fills that information in the packet header. The 

route discovery operation tracks the optimal path between the 

source and the destination. Through route maintenance, it is 

ensured that this optimal path continues to be the best possible 

option and remains loop-free even if it is altered during 

transmission. RREP is initiated only when the message 
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reaches the final destination and RREQ information is copied 

into the RREP message.  

Typical features of DSR protocol are as follows: 

 There is a limitation on bandwidth consumption by 

the control packets. 

 There is no need for periodic beacon transmissions 

as it operates in beacon-less mode. 

 The protocol’s reactive approach prevents flooding 

in the network.  

 The initial delay for connection setup is large. 

 DSR performs poorly when mobility is high.  

 The routing overhead is a function of path length and 

is more for longer paths. 

3.3. Destination Sequenced Distance Vector (DSDV) 

Protocol 

The DSDV routing protocol is a variation of Routing 

Information Protocol (RIP). It is a table driven routing scheme 

designed for mobile ad hoc networks [6]. The primary focus 

for DSDV protocol was to solve the routing loop problem in 

other routing protocols. In this problem the routing algorithm 

error results in a loop in the path to destination. In DSDV, 

new routes are differentiated from the outdated routes by 

adding sequence number to the routing table. The nodes 

update their routing tables by sharing information. The 

updates are of two types: time-driven and table-driven. The 

time-driven updates are periodic while table-driven updates 

are triggered by major changes. Overhead is caused when 

there is some modification and the routing updates are shared 

among all nodes. In case of increment changes, entry updates 

are required while full topology change results in complete 

updates where entire routing tables of all the nodes are 

updated [8]. Some of the typical features of DSDV protocol 

are as follows: 

 As paths reside within the network nodes, the path 

setup process is quite fast.  

 Due to ease of connectivity, and few changes 

required, this protocol is ideally suited for the 

interconnection of wired and wireless networks.  

 The regular and periodic update of routing tables 

results in fast battery depletion and high bandwidth 

consumption even when the network is idle.   

 This protocol is not suitable for highly dynamic 

networks where route changes are frequent and 

routing updates are invoked whenever there is a 

change in the network.  

4. NETWORK MODEL AND PERFORMANCE 

METRICS  

In an ad hoc network a group of mobile hosts called nodes 

with wireless interfaces can form a temporary network 

without any centralized infrastructure. These nodes 

communicate with each other without a central base station 

therefore in node discovery and routing, each node acts as a 

host and a router. This network configuration is quite different 

from wired networks where end systems or hosts are not 

involved in routing and specific devices called routers are 

meant for this purpose. Figure 1 illustrates the network 

topology that we have used in our simulations. It shows an ad 

hoc network formed by multiple devices located in close 

vicinity of each other or within each other’s communication 

range. The communication link is shown between a single 

sender and receiver although all hosts shown in figure 1 can 

form up communication links between each other in order to 

exchange information. Node 1 is indicated as the Sender and 

Node 2 is indicated as the Receiver. This is only for one 

instance. During simulations all nodes can send and receive 

routing information and data depending upon the focus of the 

simulation. All nodes can connect wirelessly with other nodes 

as soon as they are in communication range. It shows only a 

few nodes, our simulations extend to a large number of nodes, 

as required.  

We test the performance of AODV, DSR and DSDV routing 

protocols for route formation between nodes in the network. 

The performance evaluation metrics for analysis of these 

routing protocols are throughput, end-to-end delay and packet 

delivery fraction.  

Receiver

(Node 2)

Sender (Node1)

Figure 1 Network Model (Mobile Ad hoc Network) 

These performance metrics are defined as follows: 

4.1. Throughput  

Throughput can be defined as the data transferred over a 

period of time expressed in kilobits per second (kbps) or the 
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ratio of the data packets sent to the data packets received [7]. 

It is also defined as the rate of successful message 

transmission over a communication channel. Measuring 

network throughput involves sending a medium sized file 

over communication channel and measuring the time taken 

for transmitting it. Dividing the file size by the transmission 

time gives a measure of network throughput. The practical 

throughput is lower than the maximum achievable theoretical 

throughput due to channel impairments.  We select 

throughput as a performance metric for comparing the 

performance of the three routing protocols in ad hoc 

networks. The effectiveness of a routing protocol is measured 

through the throughput measurement which is the number of 

packets received by the receiver within certain time interval. 

4.2. End-to-End Delay 

The end-to-end delay represents the total time taken by the 

file to reach from source to destination and comprises of all 

the various delays experienced by the packets during their 

journey from sender to receiver. These delays include the 

transmission delay which is the time taken by the sender to 

transfer bits in a packet on the link, the propagation delay 

which is the time taken by the packets to reach from one end 

of the link to the other end, queuing delay which is the delay 

experienced by packets during waiting in router buffer before 

being served or transmitted and the processing delay which is 

the delay experienced by the packet during its processing at 

the router that is when routing consults its routing tables to 

determine where to forward the packet. The transmission 

delay is affected by the link bandwidth, the propagation delay 

depends on link speed and the queuing delay is flexible and 

varies significantly from one packet to the other, thus 

measured as average queuing delay. This is because the first 

packet in the queue faces minor delay while the last packet 

experiences substantial delay. Finally the processing delay 

depends on router processing capability and router load. It 

also includes the retransmission delay between intermediate 

nodes. For average end-to-end delays each delay is added for 

successively packet and is divided by the number of 

successively received packet. A lower value of end-to-end 

delay in a routing protocol represents efficient routing 

protocol, quick routes convergence and packets traversing the 

best routes. The end-to-end delays are significant for video 

and voice data transmissions [3], [8]. The formula for end-to-

end delay is as follows:  

(1)  𝐸𝑛𝑑 − 𝑡𝑜 − 𝑒𝑛𝑑 𝑑𝑒𝑙𝑎𝑦 =
1

𝑁
∑ (𝑅𝑛 − 𝑆𝑛)𝑁

𝑛=1                                                       

Where 

𝑆𝑛 = Time at which nth data packet is sent 

𝑅𝑛  = Time at which nth data packet is received 

N = Number of data packets received 

 

 

4.3. Packet Delivery Fraction 

The packet delivery ratio or packet delivery fraction is the 

ratio of successfully delivered packets at the destination to the 

packets sent by the source. It represents the success rate of 

packets transmission that is in a given interval of time, how 

many packets are able to reach the destination out of the total 

packets which were transmitted. It is a function of packet 

drops or lost packets due to router congestion, queuing delays 

at the routers and routing algorithm efficiency. An efficient 

routing protocol with ensure a high packet delivery fraction.  

It describes the success rate of the protocol from source to 

destination and is given by the formula: 

(2) 𝑃𝐷𝐹 =
𝑁𝑜.𝑜𝑓 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑 𝑝𝑎𝑐𝑘𝑒𝑡𝑠

𝑁𝑜.𝑜𝑓 𝑠𝑒𝑛𝑡 𝑝𝑎𝑐𝑘𝑒𝑡𝑠
∗ 100                                                                      

 

5. RESULTS AND DISCUSSIONS 

We selected Network Simulator (NS 2.35) to carry out our 

simulations. It is a most popular and widely used simulation 

tool for wired and wireless network simulations. We 

compared the performance of reactive and proactive routing 

protocols, AODV, DSR and DSDV in ad hoc wireless 

networks in terms of throughput, end-to-end delay and packet 

delivery fraction while varying the network size and mobility. 

We selected IEEE802.11g at the MAC layer because it 

closely matches MAC layer of ad hoc networks and two-ray 

ground reflection model [13], [14]. The simulation parameters 

such as simulation time, simulation area, antenna, etc. are 

given in Table 1:  

Parameter Value 

Routing Protocols AODV, DSR, DSDV 

Simulation Duration 125 seconds 

Number of Nodes 5, 10, 25, 35, 50 

Simulation Area 500 X 500 meters 

Antenna Omni-directional 

MAC IEEE802.11g 

Traffic FTP  

Packet Size 512 bytes 

Channel Type Wireless 

Propagation Model Two ray ground reflection 

Table 1 Simulation Parameters for Scenario 1  

Our application of interest is file transfer (or data transfer) 

from source node to destination node therefore we invoked 

File Transfer Protocol (FTP) at the application layer. In order 
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to observe the impact of network size on the performance of 

routing protocols we increased the number of nodes from 5 to 

50 in increments and observed throughput, delay and 

calculated PDF.  Figures 2, 3 and 4 show the impact of 

network size on throughput in case of AODV, DSR and 

DSDV routing protocols respectively and the impact on PDF 

is shown in Table 2. It is apparent from these results that there 

is minimal effect on throughput in DSR protocol as number of 

nodes in the network change. Throughput in AODV decreases 

moderately as number of nodes increase, but the worst impact 

is observed in DSDV where throughput declines appreciably 

as network size increases. We conclude that DSR outperforms 

the other two routing protocols when network size is large 

therefore it is most suitable for large networks while for small 

networks AODV is suitable.  

Table 2 shows that the packet delivery fraction of DSDV 

declines when number of nodes is increased but in case of 

DSR it remains stable. Although AODV gives best 

performance in terms of PDF but if we observe the combined 

effect of network size, on throughput and PDF, DSR gives 

optimal performance and it is the best choice for large 

networks. 

The simulation parameters for simulation of end-to-end delay 

versus mobility of nodes (speed) are given in Table 3. 

 

Figure 2 AODV Throughput versus network size 

 

 

Figure 3 DSR Throughput versus network size 

 

Figure 4 DSDV Throughput versus network size 

No. of 

Nodes 

AODV PDF 

% 

DSDV PDF 

% 

DSR PDF 

% 

5 99.9038 99.4929 99.90 

10 99.9037 98.6879 99.8913 

25 99.9037 96.8312 99.8914 

35 99.9037 96.8107 99.6922 

50 99.9037 95.604 99.8914 
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Table 2 Packet Delivery Fractions vs. Number of Nodes 

Parameter Value 

Routing Protocols AODV, DSR, DSDV 

Simulation Duration 125 seconds 

Number of Nodes 5 

Simulation Area 500 X 500 meters 

Antenna Omni-directional 

MAC IEEE802.11g 

Traffic FTP  

Packet Size 512 bytes 

Channel Type Wireless 

Propagation Model Two ray ground reflection 

Speed 2, 4, 6, 8, 10 m/s 

Table 3 Simulation Parameters for Scenario 2 

In mobile ad hoc networks, due to ad hoc nature of network 

and the type of applications, there is a high chance for node 

mobility. In some applications where node deployment is not 

fixed, node mobility can be high due to small sized nodes 

scattered in field for example, node deployment for 

monitoring seismic activities or environmental monitoring in 

far off places. The impact of node mobility is an important 

consideration for ad hoc networks routing protocols and we 

observe this impact.  

 

Figure 5 AODV end-to-end delay variations with speed 

We keep the other parameters like network size constant and 

we vary node mobility. The application of interest is file 

transfer and we increase node mobility and observe end-to-

end delay and PDF for the three routing protocols. The results 

are presented in Figures 5, 6 and 7 and Table 4. We find that 

in DSDV node mobility has little effect on end to end delay 

but in case of DSR end to end delay increases with node 

mobility.  

 

Figure 6 DSR end-to-end delay variations with speed 

 

 

Figure 7 DSDV end-to-end delay variations with speed 
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AODV gives the best performance in this case therefore 

AODV is suitable for applications where end to end delay is 

an important consideration. Table 4 shows fairly stable 

behavior for PDF for all the three protocols AODV, DSR and 

DSDV. We conclude that node mobility impacts end to end 

delay but has little impact on PDF. We conclude that DSR 

outperforms when mobility is high, AODV comes next while 

DSDV gives worst performance. DSR is the best routing 

protocol for mobile ad hoc networks in applications where 

network size is large and mobility is high and DSDV is the 

worst choice for such networks. 

 

Speed 

m/s 

AODV PDF 

% 

DSDV PDF 

% 

DSR PDF 

% 

5 99.9037 99.4976 99.8863 

10 99.9036 99.2533 99.8863 

25 99.9036 99.478 99.8863 

35 99.9036 99.4824 99.8862 

50 99.9036 99.4926 99.3167 

Table 4 Packet Delivery Fractions vs. Speed 

6. CONCLUSION AND FUTURE WORK 

Ad hoc wireless networks are expected to play an important 

role in future networking. Due to typical properties in terms 

of link characteristics, mobility of nodes and variable network 

size, routing in these networks is more challenging as 

compared to wired networks. We have selected three 

protocols from the reactive and proactive categories of routing 

protocols and tested their performance in ad hoc wireless 

networks. We used ns2.35 for simulations. The simulation 

results for throughput, end-to-end delay and PDF show that 

with increase in networks size and increase in speed of 

mobility, DSR protocol has stable throughput and lesser end 

to end delay as compared to the other two protocols. AODV 

stands second while DSDV gives worst performance.  

We plan to extend our simulations for more challenging 

scenarios including a number of other routing protocols from 

the two categories. We also plan to present a new routing 

protocol for mobile ad hoc networks in a future work based 

on the idea of assimilation of AODV and DSDV protocols.   
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