Optimizing Virtual Machines Placement in a Heterogeneous Cloud Data Center System
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Abstract – In a cloud computing environment, good resource management remains a major challenge for its good operation. Implementing virtual machine placement (VMP) on physical machines helps to achieve various objectives, such as resource allocation, load balancing, energy consumption, and quality of service. VMP (virtual machine placement) in the cloud is critical, so it’s important to audit its implementation. It must take into account the resources of the physical server, including CPU, RAM, and storage. In this paper, a metaheuristic algorithm based on the Grey Wolf Optimization (GWO) method is used to optimize the placement of virtual machines in a cloud environment, effectively minimizing the number of active virtual machines used to host virtual servers. Experimental results demonstrate the effectiveness of the proposed method, called Grey Wolf Optimization for Virtual Machine Placement (GWOVMP). The method reduces power consumption by 20.99 and resource wastage by 1.80 compared with existing algorithms.

Index Terms – Cloud Computing, GWO Algorithm, Metaheuristics Algorithm, Optimization, Virtual Machine Placement, Data Center, Power Consumption.

1. INTRODUCTION

Nowadays, Cloud Computing (CC) has developed rapidly and has become an indispensable technology in the field of information technology. This has led to the emergence of ever larger modern data centers with a high number of physical devices, which causes a remarkable increase in energy consumption and huge cooling expenses. In these data centers, three types of physical equipment consume electricity, including servers, cooling systems, and network equipment. To get a better idea of the benefits a user can get, CC offers four main deployment modes: public cloud, private cloud, hybrid cloud, and community cloud. The various CC resources are provided in three main services: Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS).

In the public cloud model, the various resources are managed by the service provider that owns the cloud, and its resources are sold to the public according to its own needs. In this kind of cloud, part of the resources can be rented and managed by the end users. Examples of some of the best-known cloud providers are Amazon, Google, and Microsoft [1]. For the private cloud model, the ownership of this type would be an entity or an organization that wants to use certain applications that contain very sensitive information. If it is a community cloud, the provider is a set of organizations that come together for a common purpose [2]. In this case, several companies for example can decide to federate their efforts by building and managing a cloud together. Through virtualization, these servers are offered to customers in the form of VMs, which allows a high level of flexibility for the proper management of resources. These data centers and above all facilitates the execution of workloads in an elastic way; certain techniques such as hardware consolidation are therefore combined to maximize energy efficiency. In a DC (data center), the virtualization technique also allows different applications to be run on VMs or containers. This technology also allows efficient pooling of physical resources, such as CPU, RAM,
and I/O interfaces, while allowing physical servers to host multiple VMs.

Although cloud computing has several advantages, the biggest challenges of cloud computing are the costs associated with energy consumption in data centers as well as carbon dioxide emissions. To overcome these difficulties, the advantages of virtualization are used to minimize the number of active PMs (Physical Machines) and to switch off inactive PMs. This requires the implementation of a strategy to better manage the placement of virtual machines (VMPs). To minimize the total power of a DC, it is therefore necessary to restrict the consumption of the PMs. In addition, there are other challenges such as security, which some studies have focused on [3]. Researchers have been interested in the fact that they can exploit the large storage and processing capacities that cloud computing offers [4]. VMP in the cloud environment remains a topic that attracts the attention of various researchers. The optimization of VMP in data centers can improve the efficiency of the energy quantity and the optimal use of resources while maximizing the quality of services (QoS) offered.

The optimization of VMP problems in a cloud environment is considered an NP-hard problem for which it is very rare to converge on an optimal solution. Solving such a problem can be expensive in terms of computation time when common methods such as graph theory are used. Therefore, it is preferable to use metaheuristic and heuristic techniques. Metaheuristics suffer from high execution time but provide optimal solutions. Heuristic algorithms have a moderate execution time, but not with a good quality of solutions [5]. Several algorithms and objectives have been implemented to solve the VMP problem, including the fuzzy logic algorithm [6].

In this paper, an algorithm called GWOVMP is adapted from the GWO method to optimize the VMP in a heterogeneous DC. To compare GWOVMP with existing algorithms, we perform similarities using the CloudSIM tool. The main contributions of this article are:

- Formulation of mathematical models of the problem of placing VMs in the cloud;
- A metaheuristic algorithm based on the grey wolf hierarchy called GWOVMP is proposed to solve this VMP problem in a cloud environment;
- We perform a simulation using CloudSIM and evaluate the proposed algorithm against those in the state of the art.

The remainder of this document is organized as follows. Section 2 presents a review of the literature and presents the various related works. Section 3 presents the problem formulation and the GWO for virtual machine placement. The experimental evaluation of the GWOVMP algorithm and the analysis of the results of our work are found in Section 4. Finally, Section 5 presents the conclusion and future work.

2. LITERATURE REVIEW

2.1. Virtual Machine Placement

Generally speaking, the placement problem is an old and classic one. It consists of filling boxes with different objects while using the minimum number of boxes. In the case of DCs, the placement of a virtual machine in the optimal assignment of VMs in CC consists of assigning VMs in a minimum number of PMs of a DC. This results in VMs being considered as objects and PMs as boxes.

The objective of optimal placement in the DC is to distribute loads across all physical servers while minimizing factors such as power consumption, increasing QoS, meeting service-level agreement (SLA), and reducing resource wastage. In a cloud-based DC, virtualization is one of the key technologies to rely on.

The benefits of virtualization, such as consolidation, migration, and load balancing of different VMs across MPs, increase DC efficiency and reduce operating costs. Figure 1 illustrates the simplified architecture of this virtualization technique.

![Virtualization Architecture](image)

Figure 1 Virtualization Architecture

2.2. Grey Wolf Optimization

In the last two decades, metaheuristic optimization has become very popular. Some metaheuristic algorithms are well-known and used in different application areas [7]. Algorithms such as Ant Colony Optimization (ACO), Genetic Algorithm (GA), and Particle Swarm Optimization (PSO)
have been used in various research including the VMP problem. The Grey Wolf Optimizer is one of the life-based metaheuristic algorithms that harkens back to the hunting techniques of the grey wolf and is inspired by the grey wolf’s leadership chain. These grey wolves live in packs ranging from 5 to 12 on average and there are four types of these grey wolves such as α, β, δ, and ω. The first level is composed of the alphas which are male or female grey wolves that are stronger and guide the others in appropriate areas.

Figure 2 Social Hierarchy of Grey Wolves [8]

Figure 2 shows the social hierarchy of grey wolves. The equations (1) and (2) below present the mathematical modeling of this algorithm which is based on the encirclement of the prey by these grey wolves [9]:

\[
\overrightarrow{D} = \overrightarrow{C} \cdot \overrightarrow{x}_p(t) - \overrightarrow{x}(t) \tag{1}
\]

\[
\overrightarrow{x}(t + 1) = \overrightarrow{x}_p(t) - \overrightarrow{A} \cdot \overrightarrow{D} \tag{2}
\]

In Equations (2) and (5), the current iteration is represented by \( t \), the coefficients are represented in equations (3) and (4) by \( \overrightarrow{A} \) and \( \overrightarrow{C} \), \( \overrightarrow{x} \) is the vector that indicates the position of the grey wolf while the vector indicates the position of the prey. The following equations how the vectors \( \overrightarrow{A} \), \( \overrightarrow{C} \) and \( \overrightarrow{a} \) shall be calculated[10]:

\[
\overrightarrow{A} = 2\overrightarrow{a} \cdot \overrightarrow{r}_1 - \overrightarrow{a} \tag{3}
\]

\[
\overrightarrow{C} = 2\overrightarrow{a} \cdot \overrightarrow{r}_2 \tag{4}
\]

\[
\overrightarrow{a} = 2 - t \cdot \frac{2}{\text{NumOfIt}} \tag{5}
\]

The vectors \( r_1 \) and \( r_2 \) are random in the interval [0, 1], and during the exploration and exploitation phase, the vector decreases linearly from 2 to 0 during these iterations [11]. The best solution is represented first by the alphas, then the betas, and finally the deltas.

The omegas are considered undesirable solutions and are therefore not taken into account. The Figure 3[8] shows the different positions of the wolves during the hunt and can be defined mathematically by the equations below[12, 13]:

\[
\overrightarrow{x}(t + 1) = \frac{\overrightarrow{x}_1 + \overrightarrow{x}_2 + \overrightarrow{x}_3}{3} \tag{6}
\]

Where \( \overrightarrow{x}_1 + \overrightarrow{x}_2 + \overrightarrow{x}_3 \) are defined in Equations (7)-(9) below[13]:

\[
\overrightarrow{x}_1 = \overrightarrow{x}_a - \overrightarrow{A}_a \cdot \overrightarrow{D}_1 \tag{7}
\]

\[
\overrightarrow{x}_2 = \overrightarrow{x}_\beta - \overrightarrow{A}_\beta \cdot \overrightarrow{D}_2 \tag{8}
\]

\[
\overrightarrow{x}_3 = \overrightarrow{x}_\delta - \overrightarrow{A}_\delta \cdot \overrightarrow{D}_3 \tag{9}
\]

2.3. Related Works

In [16] they proposed an algorithm that performs VMP in a heterogeneous and multidimensional cloud environment in a random way. To optimize energy and resource utilization, they used GRVMP (Greedy Randomized Virtual Machine Placement) which is inspired by the two-choice power model and places VMs on the most energy-efficient PMs. They evaluated the performance of their algorithms using synthetic and real production scenarios with performance matrices. Their results show a significant reduction in active PMs as well as the total resource wastage of their algorithm compared to the methods of the previous study.

Figure 3 Update on the Position of Grey Wolves during the Hunt [14]
The authors have implemented smart techniques to deal with the VMP optimization problem [17]. Their objective is to be able to decrease the number of active physical servers as well as the energy consumption. They adapted two algorithms from the Grey Wolf Optimization model to a VMP problem. The proposed algorithms have been evaluated in a CloudSIM environment composed of homogeneous and heterogeneous servers. Compared to existing techniques, their algorithms minimize the number of active PMs used to host VMs.

For optimal placement in a Cloud Data Center (CDC), in [18] the authors proposed an algorithm based on the hybrid discrete whale and the multi-objective optimization algorithm. The multi-verse optimizer with chaotic functions is also used to optimize placement in a cloud environment. The main objective is to minimize the energy consumption that is consumed in the CDCs by reducing the active physical machines, as well as to reduce the waste of resources by using the optimal placement of VMs on the MPs. The applied method avoids the increase in the migration rate of VMs on PMs. The results they obtained show the performance of the proposed algorithm compared to other state-of-the-art algorithms.

In [19], [20], the authors provided a technique based on a particle swarm algorithm to improve task scheduling in a Cloud system. In the proposed technique, the choice of an appropriate objective function allowed them to perform dynamic VMP on the PM, balance the workload of VMs, reduce the time of all tasks while maximizing the utilization of all resources, and increase productivity. The proposed solution provides optimal results for task scheduling, proper allocation of tasks in VMs placement on the PM, and on the process of outsourcing VMs, the time was improved by 0.02.

In [20], the authors developed two algorithms for optimal resource management in the cloud. The first algorithm used unsupervised planning with the K-means algorithm and the second is the KNN algorithm for supervised learning. This also applies to the systematic analysis of VM and PM models, which allowed them to establish a rule for hybrid and dynamic deployment of cloud data center resources.

The authors of [5] proposed a technique to solve the problem related to the optimization of VMP in the cloud taking into account power and traffic. The proposed method minimizes CDC energy consumption, resource wastage, and network consumption. The method was compared with state-of-the-art algorithms. The results obtained show a 29% reduction in network consumption, an 18% reduction in overall energy consumption, and a 68% reduction in resource wastage. The proposed approach jointly minimizes energy consumption, optimal network utilization, and resource wastage in a heterogeneous and multidimensional cloud system. Their results were obtained after comparison with state-of-the-art fat tree technology.

In [21], a GWO algorithm was proposed based on the reliability capacity of resources for adaptive load balancing. The method they used first finds the inactive or occupied nodes and then calculates the threshold and suitability function for each node. They used CloudSim for simulation and their results improved the cost and response time of the proposed method lower than compared to other techniques.

The authors in [22] proposed an improved genetic algorithm (1-GA) based on the virtual hierarchy architecture model (VHAM) to solve the problem of VM placement. They used the finite element analysis (FEA) application to conduct the experiments. Their results show the efficient reduction of the number of MPs used to host VMs and thus reduce the power consumption in data centers while ensuring the availability of placement. 1-GA performs better than other algorithms even in small instances.

In [23], the authors have formalized the VMP problem into an intelligent optimization while building on the different specifications of a data center. The objective of their work is to perform a good placement of VMs on PMs without affecting performance. With the experiments they conducted, the method used is a metaheuristic Particle Swarm Optimization Algorithm that gave efficiency on a significant decrease of energy of the data center and optimal balancing between different resources.

Table 1 provides a comparative study of some of the work carried out on VMP. It shows the different parameters used, the simulation environment (SE), and the different algorithm names implemented.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>work</th>
<th>Resource utilization</th>
<th>Resource wastage</th>
<th>SLA</th>
<th>Energy</th>
<th>Others</th>
<th>Algorithm</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU</td>
<td>RAM</td>
<td>Storage</td>
<td>Bandwidth</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[15]</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>GRVMP</td>
<td>Amazon EC2</td>
</tr>
</tbody>
</table>
3. PROBLEM FORMULATION AND GWO FOR VIRTUAL MACHINE PLACEMENT (GWOVMP)

3.1. Problem Formulation

In this article, the basic objective is to implement an optimal placement scheme for virtual machines. The main goal of the VMP is to be able to modify the original allocation of virtual machines to physical nodes to minimize energy costs.

In this work, the goal is to minimize this energy consumption in cloud computing according to the available resources. Let us note the matching function $f$. This virtual machine placement problem can be denoted as $f: V \rightarrow P$ [5]. The minimum number of active servers for an optimal VMP solution can be formulated as shown in equation (13):

$$f(S) = \min \sum_{i=1}^{n} Y_i$$

In Cloud Computing, DCs are composed of heterogeneous physical machines. In this paper, a number $m$ of PMs and a number $n$ of VMs are considered. $P$ denotes the PM set where $i$ is the $i^{th}$ PM, $i \in [1, ..., m]$, and $P_i \in P$. Similarly, $V$ denotes the set of heterogeneous VMs, where $j$ represents the $j^{th}$ VM, $j \in [1, ..., n]$, and $V_j \in V$.

To represent the capacity of $i^{th}$ PM represented by the $P_i$ r-dimensional vector $P_i = \{P_{i1}, P_{i2}, ..., P_{ir}\}$, which $P_{ik}$ represents the capacity of the resource $k^{th}$ of $i^{th}$ PM, $\forall k = \{1, 2, ..., r\}$. Represent the capacity of $i^{th}$ VM represented by the $V_j$ r-dimensional vector $V_j = \{R_{j1}, R_{j2}, ..., R_{jr}\}$, where $R_{jk}$ represents the capacity of the resource $k^{th}$ of $j^{th}$ VM, $\forall k = \{1, 2, ..., r\}$. To express the relationship between VM and PM, this function is represented by the binary matrix $X_{m \times n}$ as shown in the equation (14):

$$x_{ij} = \begin{cases} 1 & \text{if } V_j \text{ is assigned to } P_i \\ 0 & \text{otherwise} \end{cases} \quad \forall i \in P, \forall j \in V$$

(14)

To designate the state of the PM, the matrix $y_i$, and $P_i$ are used and is active if $y_i = 1$ and inactive $y_i = 0$. This is shown in equation (15):

$$y_{ij} = \begin{cases} 1 & \text{if } \sum_{k=1}^{n} P_{ik} \geq 1 \\ 0 & \text{otherwise} \end{cases} \quad \forall i \in P, \forall j \in V$$

(15)

In this work, processor, memory, and storage resources are considered. For the capabilities of computing power are represented by $P_{cpu}$ and that of memory by $P_{ram}$. Similarly, the processor and memory are represented by $V_{cpu}$ and $V_{ram}$ which leads us to the following constraints [24]:

$$\sum_{i=1}^{M} V_{cpu} \cdot x_{ij} \leq P_{cpu} \cdot y_i \quad \forall i \in P$$

(16)

$$\sum_{i=1}^{N} V_{ram} \cdot x_{ij} \leq P_{ram} \cdot y_i \quad \forall i \in P$$

(17)

In equations (16) and (17) we specify that the CPU and memory should not exceed, which specifies the capacity constraints. Equation (18), states that the total storage space
requirements for VMs on PMs must not exceed the storage space of the PM it is hosting.

\[ \sum_i V^{sto} \cdot x_{ij} \leq P^{sto} \cdot y_i \quad \forall i \in P \]  

(18)

Several works show that the energy consumption of DCs in CC is linear with a linear load [24], [25], [26], [27]. Shutting down idle servers will reduce the cost of energy consumption. Energy consumption in the cloud is represented by equation (19):

\[
p_{cpu} = \begin{cases} 
    P_{idle} + (P_{full} - P_{idle}) \times U_i^{cpu} & \text{if } U_i^{cpu} > 0 \\
    0 & \text{otherwise} 
\end{cases} 
\]

(19)

Where \( P_{idle} \) is the power of energy consumption by the PM when it is in an idle state, \( P_{full} \) is the power that is consumed in a fully utilized CPU, and \( p_{cpu} \) represents the processor (CPU) rate of the PM \( P_i \) as a function of the VM demand \( V_i \).

\[
U_i^{cpu} = \frac{\sum\Sigma_k x_{ij} R_i^{cpu}}{R_i^{cpu}} 
\]

To calculate the waste of different resources of a PM of dimension \( r \), we generalize the equation (21) so that it is applied to resources [28]:

\[
W_i = \frac{|R_i^{cpu} - R_i^{ram}|}{|R_i^{cpu} + R_i^{ram}|} + \varepsilon 
\]

(21)

Where \( W_i \) represents the waste of different PM resources. \( R^{cpu} \) and \( R^{ram} \) represent the normalized processor and memory resources of the physical machine, respectively; the values of \( p_{cpu} \) and \( p_{ram} \) describe the normalized use of the machine. \( \varepsilon \) is the small real number equal to 0.0001. This model aims to best include the resources of all PMs and allows for the balance between multiple resources to be achieved. The mathematical equation (22) indicates the total waste of resources \( W_{tot} \) of all PMs in a CDC [29]:

\[
W_{tot} = \sum_i W_i = \sum_{i=1}^{m} \times \frac{\sum_{k=1}^{N} (R_{ki}^{cpu} - R_{ki}^{ram})}{\sum_{k=1}^{N} p_k} + \varepsilon 
\]

(22)

3.2. GWO for Virtual Machine Placement

The effective reduction of power consumption in a cloud-based data center is usually achieved by dramatically reducing the number of active physical machines. In this case, an algorithm adapted from the GWO algorithm is used to solve the VMP problem to obtain an optimal solution that allocates VMs to a minimum number of active physical servers.

The best solution that has a minimum number of active PMs is chosen as \( S \). In the initial state, the optimal placement of the VMs in the MP's is not known and the best solution that has been generated, designated SI, is considered first. Indeed, to match the \( m \) VMs to the \( n \) PMs and each VM is subjected to a single PM. There is therefore \( m \times n \) possible solutions.

To search for prey, wolves continuously update their positions. After the solution step which is randomly distributed for each wolf that joins the pack, GWOVMP generates a new solution while updating the existing solution of each wolf to find the most optimal distribution of VMs on the MP. For each iteration \( t \), the wolf positions are updated based on the best solutions generated by \( \alpha \) and \( \delta \).

To minimize the number of active physical machines and to minimize power consumption in a cloud-based system, the solution must be improved to reduce the number of active running VMs under all conditions. In general, the GWO algorithm updates the path of the best solution set based on equation (6), where one by one some VM locations are updated. It can be seen that some locations are updated outside the \([1, \ldots, n]\) boundary. In this case, the algorithm relies on the binary model to recalculate the allocation of these Virtual Machines while ensuring that the physical servers are within the limit:

\[
W_{i}(t + 1) = \begin{cases} 
1 & \text{if } \text{sigmoid} \left( \frac{x_{i1} + x_{i2} + x_{i3}}{3} \right) \\
0 & \text{otherwise} 
\end{cases} 
\]

(23)

In general, without taking into account the case treated in this paper, we have in Equation (23) the rand which represents a random number extracted from the uniform distribution that \( \in [0, 1] \). \( x_{ij} \) represents the binary position that is updated at iteration \( t \) and in the determined dimension, the sigmoid function is determined by the equation (24):

\[
\text{sigmoid}(a) = \frac{1}{1+e^{-10(a-0.5)}} 
\]

(24)

Input: VM, PM
Output: Placement of VMs on PMs

Step 1: Initialization of a population of \( n \) grey wolves positions randomly. Set parameters a via Equation (4) and (5). \( n \) is defined as the number of wolves considered as a search factor. Determine the total number of iterations. Set \( it=1 \) as the initial iteration.

Step 2: Let \( n \) Wolves build and save the top tree solutions \( \alpha, \beta \) and \( \delta \).

Step 3: Update the solutions of \( \alpha, \beta \) and \( \delta \) with Equations (16) and (17).

Step 4: Calculate the different fitness values for all solutions and identify the tree best solution for the current iteration.

Step 5: Terminate the algorithm. Check the current number of iterations; the algorithm terminates if the number reached exceeds the maximum number of iterations. Otherwise, increment and return to step (3).
Step 6: Return $\alpha$.

Algorithm 1 GWOVMP

Start

Initialize $n$ solution of VMP, where each VM is assigned to come PM set the total number of iterations. Set $n$ as Eq. (14). Set $f(S) = \alpha$, $t = 1$

Best solutions from $n$ solutions of placement VMs to PMs as $\alpha$, $\beta$ and $\delta$

$R = T_{iter}$; $t = 1$

Yes

Yes

No

No

Update VMP solutions with Eq. (23)

Possible solution

Sort solutions according to Eq. (5)

Choose best tree solution of VMP as $\alpha$, $\beta$ and $\delta$

$T > R$ (OR)

$F(S\alpha) = \text{Opt}$

Yes

No

Yes

Fin

Return the best of VMP as $\alpha$

Figure 4 GWOVMP Flowchart

Algorithm 1 describes the GWOVMP based on an adjustment of the various basic operations of the Gray Wolf optimization algorithm, and the corresponding flowchart is shown in Figure 4.

In case a VM has not been allocated during an update, deletion, or duplicate overload, an operation is used to reallocate it. The constraint of the VMs is evaluated by Equations (16) and (17) after an update of the wolf positions. In case the value of $x_{ij}$ corresponding to $V_j$ has not been allocated to any PM during the update, the VM is reallocated to a non-overloaded PM with sufficient resources to meet the demand.

As mentioned, GWO is based on a master strategy in which wolves update their positions each time to attack the prey based on the positions of the top three wolves. In addition, the CDC’s energy consumption needs to be considerably reduced by limiting the number of active physical servers. This can be achieved by improving the solution on active servers while reducing their number.

In this case, it can be seen that the exploration phase carried out by the wolves can sometimes be done in the opposite direction involving the binary search space. It is on the generalities of this algorithm that if each bit of the values $\alpha$, $\beta$ and $\delta$ goes to one, the value that corresponds to $x_{ij}$ to be submitted to $P_i$ is updated.

To balance and maximize the use of memory and CPU resources, VMs are reallocated to PMs that give the smallest absolute dissimilarity that is estimated between the use of CPU and memory resources after the virtual machine is used. The difference between the different CPU and memory resource usage after adding a virtual machine to the PM is calculated after adding the different resource requirements of the virtual machine to the resources used by the physical server.

Table 2 lists the various symbols used in this study. Each symbol has a particular meaning and has been carefully selected to contribute to the clarity and understanding of the various equations. This provides a handy visual reference for readers to quickly interpret the information contained in the work.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>Set of PMs</td>
</tr>
<tr>
<td>$V$</td>
<td>Set of VMs</td>
</tr>
<tr>
<td>$p_{cpu}$</td>
<td>CPU capacities of the PM</td>
</tr>
<tr>
<td>$p_{ram}$</td>
<td>CPU capacities of the PM</td>
</tr>
<tr>
<td>$v_{cpu}$</td>
<td>CPU capacities of the VM</td>
</tr>
<tr>
<td>$v_{ram}$</td>
<td>CPU capacities of the VM</td>
</tr>
<tr>
<td>$p_{sto}$</td>
<td>Storage capacities of the PM</td>
</tr>
<tr>
<td>$v_{sto}$</td>
<td>Storage capacities of the VM</td>
</tr>
<tr>
<td>$P_{idle}$</td>
<td>Power that is consumed in an idle state</td>
</tr>
</tbody>
</table>
RESEARCH ARTICLE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{f_{ul}}$</td>
<td>Power that is consumed in an idle state</td>
</tr>
<tr>
<td>$U_{i}^{cpu}$</td>
<td>Normalized CPU utilization</td>
</tr>
<tr>
<td>$R_{i}^{cpu}$</td>
<td>Normalized CPU resources of the PM</td>
</tr>
<tr>
<td>$R_{i}^{ram}$</td>
<td>Normalized RAM resources of the PM</td>
</tr>
<tr>
<td>$W_{tot}$</td>
<td>Total waste of resources of all PMs in a CDC</td>
</tr>
<tr>
<td>$x_{ij}$</td>
<td>Assigning V to P or not</td>
</tr>
<tr>
<td>$y_{ij}$</td>
<td>Status of the machine (Active if $y=1$, Otherwise)</td>
</tr>
</tbody>
</table>

4. PERFORMANCE EVALUATION AND DISCUSSION

In this part of the paper, experimental tests were carried out to determine the performance of the proposed algorithm, called GWOVMP. This algorithm was implemented in Java like all the other algorithms compared. The simulator that was used in this work is CloudSIM and the toolkit version 5.0 of the CloudSIM simulator was used. It supports many IaaS features such as on-demand resource provisioning and power consumption solutions [30], [31]. It also allows us to evaluate the performance of new applications and cloud strategies before they are developed in the real environment. The various tests and experiments were carried out on a computer equipped with an AMD Ryzen 5800U processor with 4.4 GHz and 16GB of RAM. The operating system used was Windows 11.

To evaluate the performance of this method, it is compared with algorithms such as First fit decreasing FFD[32], Modified best fit decreasing (MBFD)[33], Random first fit (RFF)[34] and Best Fit Decreasing (BFD)[35]. To test the effectiveness of the GWOVMP algorithm, instances of various sizes ranging from 100 to 4000 were created. Each VM is equipped with a 16-core processor and 32 GB RAM. A CPU of 1 to 4 cores is required for each VM, and RAM of 1 to 8 GB is randomly generated. In cases where the CPU is one of the most important resources, the ratio between the different memory and CPU requirements is almost 10:9.

The associated parameters with the GWOVMP algorithm are $a = 2$, which decreases linearly with each iteration, and the random vectors $r_1$ and $r_2$ are included in [0,1]. This gives this algorithm the advantage of defining a few parameters. In the case of the other algorithms, the parameters are set according to the basic literature. It is taken into account the 100% achievability of the resource usage and its implementation uses 100 iterations which stops early on the fifth iteration.

4.1. Resource Utilisation Performance

Table 3 shows the results obtained after comparing some existing algorithms with the proposed model. In this case, 100 to 2000 VMs are used to see the evolution of the results and to be able to conclude if a small number of evolving is applied to all the methods used for comparison. In the state of the art, FFD produces the worst result of all algorithms for all instances. GWOVMP performs well in many cases, especially as the number of active VMs increases. The BFD algorithm is the second-best performer. The RFF algorithm gives the worst results in all cases, which also shows that this algorithm does not fit a heterogeneous environment.

<table>
<thead>
<tr>
<th>No</th>
<th>VM</th>
<th>BFD</th>
<th>RFF</th>
<th>MBFD</th>
<th>FFD</th>
<th>GWOVMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>32</td>
<td>33</td>
<td>33</td>
<td>37</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>48</td>
<td>46</td>
<td>46.03</td>
<td>53</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>400</td>
<td>63</td>
<td>64</td>
<td>64.4</td>
<td>74</td>
<td>63</td>
</tr>
<tr>
<td>5</td>
<td>500</td>
<td>78</td>
<td>77</td>
<td>77.63</td>
<td>91</td>
<td>78</td>
</tr>
<tr>
<td>6</td>
<td>600</td>
<td>94</td>
<td>95</td>
<td>95.77</td>
<td>111</td>
<td>99</td>
</tr>
<tr>
<td>7</td>
<td>1000</td>
<td>158</td>
<td>159</td>
<td>161.23</td>
<td>184</td>
<td>153.26</td>
</tr>
<tr>
<td>8</td>
<td>2000</td>
<td>316</td>
<td>317</td>
<td>319.64</td>
<td>366</td>
<td>278.08</td>
</tr>
</tbody>
</table>

The GWOVMP algorithm, which is the proposed and implemented solution, generates better results than all other solutions, except in the case of using a small number of VMs. As the problem size increases, the GWO result gives a satisfactory result. Figure 5 shows the active number of physical servers that are used to support the different sets of virtual machines for the different algorithms used. The optimal PM solution used for the GWOVMP case is observed when a significant number of VMs are used.
Referring to Figure 6, the proposed GWOVMP model is the most efficient in terms of CPU utilization. This model provides optimal CPU utilization for the different algorithms, which becomes very noticeable when using a large number of virtual machines. Although the FFD algorithm is the least efficient, it is worth noting that it gives an optimal solution when allocating a very small number of VMs on PMs, compared with the BFD, RFF, and MBFD algorithms.

Figure 5 Number of Active PMs

Figure 7 Average Memory Utilization

Figure 8 Storage Utilization

Remarkably, GWOVMP boasts an average improvement rate of 1.8% over all the methods studied. This underlines its efficiency and superiority in optimizing storage utilization, even in the face of increased operational demands. These results not only highlight the shortcomings of state-of-the-art
methods such as FFD but also underscore GWOVMP's potential as a transformative solution to storage efficiency challenges in the cloud.

4.2. Resources Wastages

Figure 9 reveals the results on wasted resource utilization rates in a data center. We can see that the FFD algorithm consistently shows a high rate of resource wastage in multiple scenarios, closely followed by the MBFD algorithm. However, it is the GWOVMP algorithm that stands out, particularly when confronted with a substantial increase in the number of active virtual machines. GWOVMP achieves an average improvement rate of 1.6 over all the methods studied. These results underline its effectiveness in mitigating resource wastage, making it a better solution than the methods compared.

Figure 9 Resources Wastages

4.3. Energy Consumption Performance

This part of the article, reveals key results on the energy consumption of various algorithms that have been used to optimize the cloud data center environment.

Figure 10 shows a notable trend in which the energy consumption of the BFD, RFF, MBFD, FFD, and GWOVMP algorithms increases in direct correlation with the growing number of active virtual machines. Intriguingly, GWOVMP stands out from these leading methods by demonstrating a remarkable 20.99% reduction in energy consumption within the cloud infrastructure.

They highlight the maximum energy consumption, which peaks at 6580 kWh for BFD, and the minimum energy consumption, notably achieved by RFF with 6588 kWh. MBFD and FFD record energy consumptions of 65983 kWh and 6899 kWh, respectively, for an equivalent number of active user and PM requests. These statistics provide valuable quantitative evidence of GWOVMP's efficiency compared to its peers.

Collectively, these results not only highlight the escalating demand for energy in cloud computing but also underscore GWOVMP's potential as a more sustainable, energy-efficient solution for cloud infrastructures.

4.4. Discussion and Limitations

The choice of CloudSim as the simulation environment was dictated by its performance, as observed in state-of-the-art work. It enabled us to automate the simulation life cycle while reducing processing time. In this simulation environment, the proposed model was configured in a library according to the proposed configuration parameters.

The results obtained in this study allow us to state that the GWOVMP algorithm is better than the other algorithms for solving the VMP optimization problem. Like most of the work that has been used to compare the proposed algorithm, the work carried out does not take into account the network and certain evaluation metrics (e.g. migration, QoS, risk-aware resource allocation). To remedy this, this method needs to be improved by involving many more evaluation parameters. This work focused on the problem of VM placement to reduce energy, CPU, RAM, and storage usage. The other metric taken into account is resource wastage. Despite GWOVMP's performance, it needs to be improved to give much better results on storage utilization and resource wastage, which gives a low rate of improvement. To solve this problem, we’ll have to improve this method while adding certain parameters, such as network bandwidth. Virtual machine migration will also need to be taken into account to strengthen the model.

But also, it would be preferable to implement and compare the method that has been proposed in this work in other
simulators used in some research works and compare the results.

5. CONCLUSION
In a cloud data center, the physical machines as well as the cooling system consume a lot of energy. The significant reduction in the number of physical machines turned on will impact significantly the energy consumption in these cloud-based environments. The optimal placement of virtual machines in a cloud computing environment is considered one of the most difficult tasks. A lot of research has been conducted to solve this type of optimization problem. Metaheuristics have become a very important solution for this type of difficult optimization problem. The GWO-inspired algorithm that has been proposed in this work is one of the nature-inspired methods. In this paper, we have implemented a metaheuristic approach called GWOVMP to provide an optimal or near-optimal solution to the VMP problem in a cloud environment. The objective of GWOVMP is to be able to decrease the large power consumption in a cloud environment while minimizing the active MPs and minimizing the waste of CPU and memory resources. The results of this work show that the proposed technique gives the optimal use of PM resources by placing the VM on a suitable PM while reducing the power consumption compared to other algorithms.

In future work, we will try to use the GWOVMP algorithm to achieve other VM placement goals in a cloud environment. It will be compared with other algorithms such as SSA (Salp Swarm Algorithm), and PSO (particle swarm optimization). Furthermore, these algorithms will be coupled with different machine-learning mechanisms and applied to the case of containers in cloud computing.
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