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Abstract – The widespread adoption of Internet of Things (IoT) technology and the rise of fintech applications have raised concerns regarding the secure and efficient routing of data in IoT-based ad-hoc networks (IoT-AN). Challenges in this context include vulnerability to security breaches, potential malicious node presence, routing instability, and energy inefficiency. This article proposes the Relentless Firefly Optimization-based Routing Protocol (RFORP) to overcome these issues. Inspired by fireflies’ natural behaviour, RFORP incorporates relentless firefly optimization techniques to enhance packet delivery, malicious node detection, routing stability, and overall network resilience. Simulation results demonstrate RFORP’s superiority over existing protocols, achieving higher packet delivery ratios, accurate malicious node detection, improved routing stability, and significant energy efficiency. The proposed RFORP offers a promising solution for securing fintech data in IoT-AN, providing enhanced performance, reliability, and security while effectively addressing the identified challenges. This research contributes to advancing secure routing protocols in fintech applications and guides network security and protocol selection in IoT environments.


1. INTRODUCTION

Fintech, an abbreviation for financial technology, pertains to the inventive utilization of technology for revolutionizing and enhancing diverse facets within the financial sector [1]. It encompasses many applications, including mobile payments, digital banking, online lending, blockchain, robo-advisors, and more. Fintech has revolutionized how individuals and businesses access financial services, making them more accessible, convenient, and efficient [2], [3]. Harnessing progressions in cloud computing, machine learning, artificial intelligence, data analytics, and fintech has disrupted conventional financial institutions and opened avenues for emerging participants in the industry [4].

Fintech has enabled financial inclusion by reaching underserved populations, introducing alternative lending models, and simplifying complex processes. It has also spurred cybersecurity, regulatory compliance, and risk management innovation. Fintech continues to evolve rapidly, driven by technological advancements and changing consumer expectations, shaping the future of finance and transforming how users manage, save, invest, and transact [5].

IoT-based ad-hoc networks (IoT-AN) are decentralized networks that leverage the Internet of Things (IoT) technology to enable devices to communicate and collaborate without relying on a pre-existing infrastructure. In an ad-hoc network, IoT devices establish direct connections with each other, forming a dynamic and self-configuring network topology [6]. These networks offer flexibility and scalability, making them suitable for various applications. IoT-AN has numerous advantages. These technologies can be
implemented in settings where conventional infrastructure is not accessible or feasible, such as remote locations or disaster areas [7]. Ad-hoc networks also facilitate device-to-device communication, enabling real-time data exchange and collaboration. This is particularly valuable in scenarios requiring immediate and localized decision-making [8]. IoT-AN has applications across various domains, including agriculture, transportation, healthcare, and disaster management. They enable intelligent agriculture systems, enhance traffic management and vehicle communication, support remote patient monitoring, and facilitate emergency response coordination [9].

Routing fintech data in an IoT-based ad-hoc network is a complex and crucial area of research that aims to ensure the secure and efficient transmission of financial data in decentralized environments [10]. The unique characteristics of IoT-AN, such as device mobility, limited resources, and dynamic topologies, present challenges that require specialized routing approaches. Security is of paramount importance when routing fintech data [11]. Financial transactions involve sensitive information, and protecting its confidentiality and integrity is critical. Incorporating strong encryption, authentication, and access control mechanisms into routing protocols is crucial to protect data from unauthorized access or tampering [12].

Techniques like secure key exchange and routing protocols can be explored to ensure end-to-end security. Efficient data transmission is another critical consideration. Fintech applications often require low latency for quick responses, high reliability to prevent data loss or corruption, and energy efficiency to optimize device battery life [13].

Routing algorithms should consider these requirements and adapt to the dynamic nature of the network. Techniques such as predictive routing, multi-path routing, or load balancing can be employed to optimize data transmission and meet the specific needs of fintech applications [14]–[16].

1.1. Problem Statement

The problem statement focuses on the security challenges when routing fintech data in IoT-AN. With the increasing use of IoT devices in financial transactions, ensuring the confidentiality, integrity, and authentication of sensitive financial data becomes critical. The dynamic nature of ad-hoc networks, resource limitations, and varying device connectivity introduce vulnerabilities that malicious actors can exploit.

Designing secure routing protocols and mechanisms that protect against unauthorized access, data tampering, and privacy breaches is essential to mitigate these security risks. Addressing these security issues is crucial to establish trust and confidence in the transmission of fintech data within IoT-AN.

1.2. Motivation

The motivation behind researching the security issues in routing fintech data in IoT-AN stems from the need to ensure the confidentiality, integrity, and authentication of sensitive financial information. As the adoption of IoT devices in financial transactions increases, securing the transmission of fintech data becomes crucial. By addressing these security challenges, researchers aim to establish trust and confidence in fintech services, protect user privacy, prevent financial fraud, and comply with regulatory requirements. Developing robust and reliable security mechanisms for routing fintech data in IoT-AN will pave the way for fintech applications’ secure and widespread adoption, benefiting users and finance sectors.

1.3. Objective

This research aims to develop a relentless firefly optimization-based secure routing protocol designed explicitly for transmitting fintech data in IoT-AN. The aim is to address the security challenges associated with sensitive financial information while optimizing the routing paths for efficient and reliable data transmission. The following objectives will guide the research:

- Develop a relentless firefly optimization-based secure routing protocol tailored for transmitting fintech data in IoT-AN, ensuring the confidentiality, integrity, and authentication of sensitive financial information.
- Implement robust encryption techniques and access control mechanisms to safeguard fintech data during transmission, addressing security concerns and preventing unauthorized access or data breaches.
- Optimize routing paths using Firefly optimization to enhance efficiency, minimize latency, and improve overall network performance specifically for fintech applications, facilitating faster and more reliable financial transactions.
- Evaluate the proposed secure routing protocol through simulations or real-world deployments, assessing its performance in throughput, delay, packet loss, and energy consumption, focusing on the unique requirements and challenges of fintech data transmission.
- Contribute to advancing secure routing solutions for fintech applications in IoT-AN, enhancing trust, privacy, and compliance in financial transactions while promoting the adoption and growth of fintech services.

1.4. Organization

In Section 1, the introduction presents the problem statement, motivation, and objective, emphasizing the need to secure sensitive financial data in IoT-based ad-hoc networks. Section 2 offers a comprehensive literature review, identifying research gaps in existing routing protocols and security
mechanisms for Fintech applications. Section 3 introduces the proposed RFORP, detailing its innovative features and mechanisms to address the identified gaps. Section 4 describes the simulation settings, outlining the evaluation environment and metrics. The results and discussion of RFORP’s performance are presented in Section 5, comparing it with other protocols. Finally, Section 6 provides a concise conclusion, summarizing the key findings, highlighting RFORP’s significance, and suggesting future research directions for the proposed protocol’s improvement.

2. LITERATURE REVIEW

The current section examines the routing protocols considered at the forefront of technology but demonstrates inadequate performance in routing and securing processes.

“Q-Learning Secure Routing Algorithm” [17] incorporates authenticated-encryption mechanisms to ensure secure communication. By harnessing energy-harvesting techniques, the algorithm maximizes the network’s lifespan and enhances its resilience. Combining Q-learning and authenticated encryption contributes to efficient and secure data transmission within WSNs, safeguarding against potential threats. “Multipath Routing Protocol” [18] enhances network reliability and minimizes energy consumption by utilizing multiple paths. It incorporates security measures to ensure the confidentiality and integrity of data, protecting against unauthorized access and tampering. This protocol optimizes energy usage by dynamically selecting the most energy-efficient paths based on real-time conditions. “Secured Data-Centric Routing” [19] ensures secure and reliable data transmission. This approach utilizes the Fork-Hook encryption policy, which provides robust encryption mechanisms for protecting sensitive data. Implementing a Data-Centric Routing Gateway enables efficient data routing while maintaining security and privacy. The proactive trustware mechanism ensures that only trusted nodes participate in the data transmission.

“Dynamic Source Routing (DSR)” [20] utilizes source routing to enable efficient routing in ad hoc wireless networks. When a source node needs to transmit data to a destination, it checks its route cache for an existing route. If no route is found, the source node initiates a route discovery process by broadcasting a route request packet. Intermediate nodes that receive the request add their addresses and forward it. Upon receiving the request, the destination or an intermediate node with a route to the destination responds with a route reply packet containing the complete path. The source node then stores this route in its cache for subsequent data transmission. Each packet includes the complete route in its header during data transmission, allowing intermediate nodes to forward it accordingly. If a node detects a route failure, it generates a route error packet to notify the affected nodes and triggers a route repair process. The route caches are updated to reflect the changes. The dynamic nature of DSR enables it to adapt efficiently to changing network topologies, facilitating effective communication in ad hoc wireless networks.

“Secure-Routing” [21] involves designing routing algorithms and mechanisms to withstand various security threats and disruptions. The secure routing protocols incorporate encryption, authentication, and intrusion detection techniques to prevent hacking, data modification, and denial-of-service attacks. “Trust Management-Based Secure Routing Protocol” [22] ensures secure and reliable data transmission in challenging underwater environments. This protocol incorporates trust management mechanisms to assess the reliability and trustworthiness of participating nodes. It selects trustworthy paths for data transmission, mitigating the risks associated with compromised or malicious nodes. “Lightweight Trust-Based Model” [23] establishes trust among nodes to ensure reliable and secure communication in dynamic and unpredictable network environments. It employs a trust evaluation mechanism to assess the trustworthiness of nodes based on their past behaviour and interactions. Trustworthy nodes are selected as relay nodes for routing data, while untrusted nodes are avoided to prevent malicious activities.

“Hybrid Greedy Secure Optimal Routing” [24] focuses on optimizing energy consumption and enhancing security in computing systems. This approach utilizes heuristic algorithms to minimize energy usage by dynamically adjusting system resources based on workload and power requirements. It incorporates security enhancements, such as encryption and authentication mechanisms, to protect data and prevent unauthorized access. “Hierarchical Energy-Efficient Secure Routing” [25] addresses the challenges of energy consumption and security in body-centric communication systems. This protocol utilizes a hierarchical architecture to organize the network into clusters, each with a cluster head responsible for data routing and management. Energy-efficient routing algorithms are employed to select optimal routes that minimize energy consumption and prolong the network lifetime. “Trust-Aware Dynamic Routing Algorithm” [26] enhances the AODV protocol by incorporating trust awareness and dynamic routing mechanisms. It considers the trustworthiness of nodes when making routing decisions, avoiding potentially untrustworthy or compromised nodes. It dynamically adjusts the routing paths based on real-time network conditions, such as node availability, energy levels, and security factors.

“Secure Data Transmission Scheme” [27] aims to ensure the confidentiality and integrity of data during transmission. This scheme utilizes multi-protection routing techniques to enhance the security of data centre networks. The multi-protection routing algorithm dynamically selects the most
secure and efficient paths for data transmission, considering factors like network congestion and node availability. “Trust-based cooperative routing” [28] is a method employed for secure communication in MANETs. It involves establishing and maintaining trust relationships among participating nodes to ensure secure data transmission. The cooperative routing approach encourages nodes to cooperate and share routing information based on trustworthiness. Nodes with a higher level of trust are given priority in relaying data, while less trustworthy nodes are avoided. “Secure Energy Aware Meta-Heuristic Routing Protocol” [29] is designed for sustainable IoT-WSNs. SEAMHR focuses on two main aspects: security and energy efficiency. It employs meta-heuristic algorithms to optimize routing decisions, considering security requirements and energy consumption. The protocol minimizes energy usage by intelligently selecting routes and balancing the energy load among sensor nodes.

“Multi-Adaptive Routing Protocol (MARP)” [30] employs adaptive routing strategies and intelligent decision-making algorithms to dynamically adapt to changing network conditions and optimize routing paths. By continuously monitoring node mobility, link quality, congestion levels, and energy levels, MARP selects the most suitable and stable paths for data transmission, avoiding congested or unreliable routes. It incorporates adaptive algorithms that optimize routing based on performance metrics, considering the specific constraints of IoT devices. MARP’s goal is to achieve efficient and reliable data routing by dynamically adapting to network dynamics, enhancing overall performance and ensuring seamless communication within the IoT ecosystem.

Table 1 summarises the strengths and weaknesses of these cutting-edge protocols, offering valuable insights into their performance and capabilities. By categorizing the advantages and disadvantages, Table 1 acts as a convenient reference for comparing and evaluating the state-of-the-art routing protocols in terms of their benefits and limitations.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-Learning Secure Routing Algorithm [17]</td>
<td>• Maximizes network lifespan through optimized energy usage</td>
<td>• Increased computational overhead due to encryption</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Requires energy harvesting capabilities</td>
</tr>
<tr>
<td>Multipath Routing Protocol [18]</td>
<td>• Enhances network reliability through multiple paths</td>
<td>• Complexity in managing alternate paths.</td>
</tr>
<tr>
<td></td>
<td>• Minimizes energy consumption</td>
<td>• Increased communication overhead</td>
</tr>
<tr>
<td>Secured Data-Centric Routing [19]</td>
<td>• Protects sensitive data through encryption policy</td>
<td>• Increased computational and communication overhead.</td>
</tr>
<tr>
<td></td>
<td>• Enables proactive trust are data transmission</td>
<td>• Requires additional gateway infrastructure</td>
</tr>
<tr>
<td>Dynamic Source Routing (DSR) [20]</td>
<td>• Reduced overhead and improved scalability</td>
<td>• Consume bandwidth and energy resources.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Lacks in identifying the malicious nodes.</td>
</tr>
<tr>
<td>Secure-Routing [21]</td>
<td>• Ensures secure and resilient routing in LEO satellite networks</td>
<td>• Complexity due to dynamic network topology.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Potential latency in routing decisions</td>
</tr>
<tr>
<td>Trust Management-Based Secure Routing Protocol [22]</td>
<td>• Lightweight and efficient trust-based routing</td>
<td>• Limited scalability in large networks</td>
</tr>
<tr>
<td></td>
<td>• Enhances security in opportunistic networks</td>
<td>• Reliance on trust evaluation mechanisms</td>
</tr>
</tbody>
</table>

Table 1 Advantages and Disadvantages of State-of-the-Art Routing Protocols
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<table>
<thead>
<tr>
<th>Model</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lightweight Trust-Based Model [23]</td>
<td>• Increased Network overhead</td>
<td>• Decreased packet delivery ratio</td>
</tr>
<tr>
<td>Hybrid Greedy Secure Optimal Routing [24]</td>
<td>• Optimizes energy consumption and promotes green computing</td>
<td>• Increased computational overhead due to security enhancements</td>
</tr>
<tr>
<td>Hierarchical Energy-Efficient Secure Routing [25]</td>
<td>• Optimizes energy consumption in WBANs.</td>
<td>• Additional overhead in managing hierarchical clusters</td>
</tr>
<tr>
<td></td>
<td>• Provides secure data transmission</td>
<td>• Complexity in handling dynamic network topologies</td>
</tr>
<tr>
<td>Trust-Aware Dynamic Routing Algorithm [26]</td>
<td>• Incorporates trust awareness in routing decisions</td>
<td>• Potential overhead in the trust evaluation process</td>
</tr>
<tr>
<td></td>
<td>• Enhances security and reliability of data transmission</td>
<td>• Increased computational complexity</td>
</tr>
<tr>
<td>Secure Data Transmission Scheme [27]</td>
<td>• Provides multi-layered security for data transmission</td>
<td>• Increased overhead due to multiple security measures.</td>
</tr>
<tr>
<td></td>
<td>• Selects secure and efficient paths for communication</td>
<td>• Complexity in managing routing decisions</td>
</tr>
<tr>
<td>Trust-based cooperative routing [28]</td>
<td>• Establishes trust relationships among participating nodes</td>
<td>• Challenges in trust establishment and maintenance</td>
</tr>
<tr>
<td></td>
<td>• Mitigates risks associated with malicious nodes</td>
<td>• Increased communication overhead</td>
</tr>
<tr>
<td>Secure Energy Aware Meta-Heuristic Routing Protocol [29]</td>
<td>• Maximizes network lifespan through optimized energy usage</td>
<td>• Increased computational complexity</td>
</tr>
<tr>
<td></td>
<td>• Requires implementation of meta-heuristic algorithms</td>
<td></td>
</tr>
<tr>
<td>Multi-Adaptive Routing Protocol (MARP) [30]</td>
<td>• Adaptive and Self-Configuring</td>
<td>• Limited to specific environments</td>
</tr>
<tr>
<td></td>
<td>• Improved Efficiency</td>
<td>• Lacks in providing security</td>
</tr>
</tbody>
</table>

### 2.1. Research Gap

The research gap in secure routing lies in the current protocols' trade-offs between security and efficiency. Many existing secure routing protocols, such as the Q-Learning Secure Routing Algorithm, Secured Data-Centric Routing etc. [16]-[29], focus on providing encryption-based security mechanisms to protect sensitive data but suffer from increased computational and communication overhead. On the other hand, Dynamic Source Routing offers reduced overhead and improved scalability but lacks adequate mechanisms for identifying and mitigating malicious nodes.

In response to this research gap, the proposed “Resilient and Efficient Routing Protocol (RFORP)” aims to bridge the divide between security and efficiency in routing protocols. RFORP intends to provide robust and secure data transmission while minimizing computational, communication, and energy overhead. It seeks to achieve a balance between enhancing network reliability, optimizing energy usage, and protecting sensitive data without the need for additional gateway infrastructure. By combining the strengths of existing protocols while addressing their limitations, RFORP aspires to be a promising solution for wireless networks seeking both resilience and efficiency in their routing mechanisms.

### 3. RELENTLESS FIREFLY OPTIMIZATION-BASED ROUTING PROTOCOL (RFORP)

#### 3.1. Enhanced Dynamic Source Routing

Dynamic Source Routing (DSR) is a responsive routing protocol for ad-hoc networks. It presents a versatile and effective method for discovering routes by employing source routing, wherein comprehensive route details are embedded within the packet header. Consequently, intermediate nodes...
can transmit packets by following explicit routing instructions.

The upgraded iteration of the Dynamic Source Routing (DSR) protocol algorithm is

- **Initialize**: Every node preserves a route cache and a sequence number. The source node possesses data to transmit and possesses knowledge of the destination node’s address.

- **Route Discovery**: When the originating node has a good path, proceed to data transmission. Otherwise, the source node broadcasts a Route Request (RREQ) packet containing the current sequence number and source & destination addresses. Intermediate nodes receiving the RREQ packet check the sequence number and update the route cache if necessary. They modify the RREQ by adding their address and sending it to nearby nodes.

- **Receive RREQ**: Intermediate nodes receiving the RREQ packet append their address to the route record field, update the route cache if necessary, and rebroadcast the RREQ to neighbouring nodes.

- **Route Reply**: If the destination node receives the RREQ or has a valid route, it generates a Route Reply (RREP) packet containing the recorded route from the RREQ packet in reverse order. To the original node, we return the RREP packet.

- **Route Maintenance**: Nodes periodically monitor route connectivity. If a broken link or route timeout is detected, the affected route is invalidated in the route cache, and a Route Error (RERR) packet is sent to the source node to notify it of the broken route.

- **Data Transmission**: The source node retrieves a valid route from the route cache, encapsulates the data in a packet, and appends the recorded route as the source route. The packet is sent to the next hop according to the source route.

- **Intermediate Node**: After receiving a data packet, intermediate nodes send it to the next hop as specified by the source route.

- **Destination Node**: The destination node receives the data packet, extracts the original data, and processes it.

- **Route Error Handling**: In case of a connection failure or route timeout, an intermediary node would generate a Route Error (RERR) packet and broadcast it to neighbouring nodes.

### 3.2. Firefly Optimization

Firefly Algorithm (FA) is a population-based optimization method that emulates the behaviour of fireflies in terms of their flashing and communication patterns. In this algorithm, a firefly’s brightness represents a particular solution’s quality or effectiveness. A brighter firefly is considered more attractive and attracts other fireflies towards itself. This concept is analogous to how fireflies in nature use their brightness to attract mates or prey.

A firefly’s attractiveness is proportionate to its brightness, implying that fireflies with greater objective values are more appealing than other fireflies. But because the material used for communication absorbs light, the allure of fireflies diminishes rapidly with increasing distance.

This attenuation of attractiveness with distance reflects the real-world phenomenon where the intensity of a light source decreases as it travels through a medium. The Firefly Algorithm operates based on three fundamental steps:

1. **Step 1**: All fireflies within the population are considered unisexual, meaning each firefly can attract or be attracted to any other firefly. This assumption ensures that specific mating or pairing restrictions do not limit the search process.

2. **Step 2**: The appeal of a firefly is in direct correlation with its luminosity, which indicates the quality of a solution. Fireflies lose brilliance as the gap between them grows, resulting in a proportional decrease in attractiveness. This relationship between attractiveness and brightness drives the movement and interaction of fireflies during the optimization process.

3. **Step 3**: If a firefly fails to find a more attractive firefly in its immediate neighbourhood or adjacent regions, it moves randomly. This random movement allows search space exploration, enabling the algorithm to escape local optima and discover potentially better solutions.

The natural behaviour of fireflies inspired the FA, where their brightness serves as a means of communication and attraction. By simulating these flashing and communication dynamics, the algorithm optimizes the search for high-quality solutions by leveraging fireflies’ attractiveness and movement patterns within a population.

The calculation of a distance equal to that between two fireflies, denoted as \( s \) and \( w \), can be straightforwardly determined using the Euclidean distance formula presented in Eq.(1). In Eq.(1), \( Y \) represents the dimensionality of the problem, and \( p_{sa} \) corresponds to the \( s \)th dimension of the \( s \)th firefly. To be more specific, the Euclidean distance between fireflies \( s \) and \( w \), denoted as \( b_{sw} \), is calculated by taking the square root of the total squared variations between \( s \) and \( w \), respectively.

\[
\text{Distance} = b_{sw} = \sqrt{\sum_{i=1}^{Y} (s_i - w_i)^2}
\]
The appeal of a firefly diminishes exponentially with the increment in the distance between fireflies. This appeal was denoted as \( \gamma(b) \) and is calculated using Eq.(2). In this, \( \mu \) represents the coefficient for light absorption, \( c \) is a factor that adjusts the distance metric, and \( \gamma(0) \) represents the attractiveness at zero distance, typically considered as one. The specific expression for \( \gamma(b) \) is given in Eq.(2).

\[
\gamma(b) = \gamma(0) h^{-\mu b} c \geq 1
\]

Where \( h \) denotes the base of the exponential function.

The movement of a firefly, \( s \), towards another firefly, \( w \), which is more attractive (brighter), can be determined using Eq.(3). Within Equation (3), the symbol \( \delta \) represents a scaling factor for randomness, while \( \kappa \) signifies a random number ranging from 0 to 1, as provided by the user. The movement of firefly \( s \) is represented in Eq.(3).

\[
p_{sa} = p_{sa} + \gamma(0) h^{-\mu b^2} (p_{wa} - p_{sa}) + \delta(\kappa - 0.5)
\]

Eq.(3) describes how the position of firefly \( s \) is updated based on its current position, the attractiveness of firefly \( w \), and a random perturbation determined by the scaling factor \( \delta \) and the random number \( \kappa \).

Although the Firefly Algorithm (FA) provides an extensive pairwise comparison that can be time-consuming, it is commonly mentioned in the literature that the value of \( \mu \) is often assumed to be one. However, with more separation between lights, the term \( \gamma(0) h^{-\mu b^2} \) rapidly tends towards zero. This behaviour can potentially result in fireflies getting stuck in their positions during evaluations. To overcome this issue, setting \( \mu \) to minimal values can be considered, but determining the appropriate value for \( \mu \) is not a straightforward task. Considering these two limitations, an enhanced version of the Firefly Algorithm has been developed, which proves to be particularly effective for solving combinatorial dynamic optimization problems.

Algorithm 1 provides the processes involved in Firefly Optimization.

### Algorithm 1 Firefly Optimization

3.3. Relentless Firefly Optimization

Relentless Firefly Optimization (RFO) introduces an adaptive parameter \( \zeta \), decisive in fine-tuning the algorithm’s behaviour. It is calculated using Eq. (4).

\[
\zeta = \frac{\text{mod}((\text{gen} - 1), \text{genMAX})}{\text{genMAX}}
\]

Where \( \text{gen} \) represents the current generation, and \( \text{genMAX} \) is the maximum number of generations. By incorporating this parameter, RFO enables dynamic adjustment of \( \zeta \) throughout the optimization process. Another critical parameter in RFO is \( \xi \), which counts to see if a firefly is relocated. Its value is determined by Eq. (5), where \( \text{rank}_s \) represents the rank of the \( s \)th firefly:

\[
\xi = (\text{rank}_s)^{-\zeta}
\]
Unlike the core FA, which is dependent entirely on the radiance of more alluring fireflies, RFO introduces the $\xi$ parameter also to consider a random number, $\beta \omega$, that must fall below the threshold value of $\xi$ for a firefly to be moved. This additional criterion influences the movement of fireflies and helps balance exploration and exploitation during the optimization process. RFO modifies the move function used in FA, swapping out the complex move function for its simpler counterpart in Eq.(6).

$$p_{sa} = p_{sa} + \gamma(0) \left( \frac{1}{\Omega + b} (p_{wa} - p_{sa}) + \delta (x - 0.5) \right) \tag{6}$$

where $\Omega$ is a minimal value, such as 0.000001, introduced to avoid division by zero. The coefficient $\gamma(0)$ used in FA is replaced with $r_a$, which represents the velocity or step size of the ath dimension in the solution vector. This modification enhances the algorithm’s intensification capability, allowing for more efficient convergence towards optimal solutions.

To further enhance the intensification capability of RFO while preserving its divergence capability, Eq.(7) replaces the constant co-efficient $\gamma(0)$ with $r_a$:

$$p_{sa} = p_{sa} + r_a \left( \frac{1}{\Omega + b} (p_{wa} - p_{sa}) + \delta (x - 0.5) \right) \tag{7}$$

Where $r_a$ determines the step size for each dimension of the solution vector. By replacing $\gamma(0)$ with $r_a$, RFO achieves a better balance between intensification and diversification during optimization.

The step sizes in RFO are initially set to relatively large values to facilitate search space exploration. However, as the generations progress and the population converges towards promising regions, these step sizes are gradually reduced using Eq.(8).

$$r_a = r_a - \Delta \left( \text{mod}(\text{gen}/(\text{gen}+1),1) \right) * \tau * r_a \tag{8}$$

where gen represents the generation counter, and $\tau$ is a scaling parameter. The reduction in step sizes allows for more focused and slower movements of the fireflies, facilitating a more refined search process towards optimal solutions.

In addition to these adaptations, both FA and RFO incorporate two local search procedures. The first procedure, Random Fly, introduces randomness into the search process, enabling the algorithm to escape local optima traps. The subsequent step, Incumbent Local Search, focuses on enhancing the current solution by examining the neighbouring solutions. By employing these local search techniques, the algorithm’s ability to explore and exploit the search space is enhanced, ultimately improving the overall performance of the optimization process.

3.3.1. Random Fly

The Random Fly technique is an active and ongoing approach used in local search algorithms to thoroughly explore the adjacent areas surrounding a main section within a firefly swarm. This technique aims to improve the quality of solutions by efficiently navigating the solution space. This technique divides the population into different sections based on their fitness levels. The prominent section constitutes approximately 10% of the population and consists of high-quality solution vectors. To reduce the computational burden, the Random Fly procedure is exclusively applied to the top 12% of the population, ensuring that the search focuses on the most promising solutions.

To implement the Random Fly procedure, this research denotes the population size as $N$ and the best 10% of the population as $M$, where $M$ represents 0.1 multiplied by N. The Random Fly procedure is performed for each firefly within the $M$ population with a probability of 0.45. By selecting fireflies from this subset, we concentrate our efforts on exploring the most favourable regions of the solution space. When applying the Random Fly procedure to a specific firefly, we aim to detect improvements by evaluating neighbouring solutions’ fitness or objective function. This involves examining the quality of solutions within a certain proximity of the current firefly. If an enhancement is detected, we make the necessary adjustments to integrate the improved solution into the population. By executing the Random Fly procedure for each firefly in the population, the algorithm seeks to refine and optimize the overall population by incorporating the identified improvements. This iterative process allows for continuous exploration and exploitation of the solution space, gradually leading to better solutions. Algorithm 2 expresses the random local search involved in the optimization.

**Algorithm 2 Random Local Search**

3.3.2. Incumbent Local Search

The Incumbent Local Search procedure aims to enhance the most optimal solution discovered thus far, considering the progress made in the current generation. However, this procedure is postponed to prevent premature convergence and allow for sufficient exploration until specific criteria are met. To be more specific, the Incumbent Local Search is withheld from implementation during the initial 10% of the maximum number of generations.
Let $G_{\text{max}}$ denote the maximum number of generations. The Incumbent Local Search is postponed until generation $0.1 \times G_{\text{max}}$. After this initial period, the Incumbent Local Search is applied at each subsequent generation with a probability of 0.35. If the Incumbent Local Search procedure is applied, improvements are detected by evaluating the fitness or objective function of the most promising approach thus far. If an improvement is found, the necessary updates are made to incorporate the improved solution into the population. Mathematically, the Incumbent Local Search procedure can be represented as Algorithm 3.

**Algorithm 3 Incumbent Local Search**

**Step 1:** At generation $\text{gen}$:

**Step 2:** If $\text{gen} \geq 0.1 \times G_{\text{max}}$:

**Step 3:** With probability 0.35:

**Step 4:** Perform Incumbent Local Search procedure

**Step 5:** If an improved solution is found:

**Step 6:** Update the firefly population with the improved solution

3.3.3. Generating Neighbourhood Solutions

Within the local search methods, neighbouring solutions are generated based on the characteristics of the decision variables present in the optimization problem. Specific neighbourhood functions are employed for this study’s test problems, which involve integer and continuous design variables. When dealing with integer design variables, a new solution vector within the neighbourhood is generated by applying Equation (9) to the current solution vector:

$$p_{sa}^{*} = p_{sa} + \text{integer} \left[ \left( \pi() - 0.5 \right) \times r_{a} \right]$$

(9)

The value of the $a$th design variable for the $s$th firefly before the neighbourhood move is denoted as $p_{sa}$, while $p_{sa}^{*}$ represents the updated value of the same design variable after the neighbourhood move. The $a$th dimension is associated with a step size or velocity represented by $r_{a}$, $\pi()$ denotes a chaotic or random number generator that generates numbers within the range of [0,1].

Using chaotic or random numbers introduces an element of randomness and diversity in the neighbourhood search process, aiding in exploring the search space. By employing the appropriate neighbourhood functions based on the variable types, the local search procedures in the algorithm can generate neighbouring solution vectors for integer and continuous design variables, allowing for exploration and potential improvement within the local search neighbourhoods. Algorithm 4 provides processes involved in relentless firefly optimization.

**Input:**
- Population size ($N$)
- Maximum number of generations ($\text{genMAX}$)
- Scaling parameter ($\tau$)
- Threshold value ($\Omega$)

**Output:**
- Optimized Solution

**Procedure:**

**Step 1:** Initialize a population of fireflies randomly.

**Step 2:** Set the generation counter to 1.

**Step 3:** Calculate the adaptive parameter $\varsigma$ based on the current generation and the maximum number of generations.

**Step 4:** Sort the fireflies based on their fitness, from best to worst.

**Step 5:** Update the step sizes for each dimension of the solution vector.

**Step 6:** For each firefly in the population, do the following:

a. Calculate $\xi$ for the firefly based on its rank and the adaptive parameter $\varsigma$.

b. Generate a random number $\beta_{w}$.

c. If $\beta_{w}$ is less than $\xi$, skip the firefly and move to the next one.

d. Perform the Random Fly procedure with a probability of 0.45:

**Step 7:** Select a neighbourhood around the firefly.

**Step 8:** Evaluate the fitness of neighbouring solutions.

**Step 9:** If an improved solution is found, update the firefly population.

**Step 10:** If the generation is greater than or equal to $0.1 \times \text{genMAX}$, do the following:

a. With a probability of 0.35, perform the Incumbent Local Search procedure:

**Step 11:** Evaluate the fitness of the best solution found so far.

**Step 12:** If an improved solution is found, update the firefly population.

**Step 13:** Increment the generation counter by 1.
Step 14: Check if the termination criteria are met. If yes, stop the algorithm; otherwise, go back to step 3.

Algorithm 4 Relentless Firefly Optimization

3.4. Chaos

Chaos exhibits erratic and seemingly unpredictable patterns within a nonlinear system, even when subjected to deterministic conditions. This phenomenon emerges due to its sensitivity to initial conditions and an infinite number of distinct periodic responses. Notably, even minor differences in the initial setup of a chaotic system can lead to significant divergence in the final output. To simulate chaos, scientists frequently utilize chaotic maps, discrete-time functions that define the connection between the current state and the next state of a chaotic system. This study focuses on one-dimensional chaotic maps due to their practical relevance. These maps are characterized by their continuous value outputs and discrete-time evolution. A one-dimensional chaotic map can be expressed mathematically as Eq.(10).

\[
p_{t+1} = \gamma(p_t)
\]

Where \(p_{t+1}\) represents the subsequent state, \(p_t\) denotes the current state, and \(\gamma\) represents the forward transformation mapping function that governs the system’s dynamics.

Three chaotic maps, namely the logistic, sinusoidal, and tent maps, are deemed appropriate and are consequently utilized in this study. Each map has unique properties and characteristics that make it well-suited for modelling chaotic behaviour in ad-hoc networks. Moreover, this study introduces a probabilistic amalgamation of these chaotic maps, piecewise chaos. Under the piecewise chaos scheme, generating the following chaotic number involves a randomly generated number \(b\omega(0,1)\). Based on the value of \(b\), different chaotic maps are utilized to generate random chaotic numbers. If \(b\) is less than 0.33, the chaotic logistic map is used; if \(b\) is between 0.33 and 0.66, the sinusoidal chaotic map is employed; and if \(b\) is greater than or equal to 0.66, the tent map is chosen.

Each chaotic map maintains its own set of separate predecessor chaotic numbers. These predecessor numbers are utilized to generate subsequent chaotic numbers when needed throughout the generations of the algorithm. Moreover, to enhance the diversity and randomness of the generated chaotic sequences, each chaotic map is initialized with different random seeds, ensuring that distinct and independent chaotic trajectories emerge. By incorporating chaotic maps and the piecewise chaos approach, the research exploits the inherent properties of chaos, such as sensitivity to initial conditions and the generation of seemingly random and unpredictable sequences. This utilization of chaos aids in diversifying the exploration of the search space. It enhances the algorithm’s ability to discover novel and promising solutions in the context of ad-hoc networks.

3.4.1. Logistic Map

The logistic map illustrates the emergence of intricate patterns from a remarkably straightforward nonlinear dynamical equation. A polynomial function produces chaotic sequences within the interval \((0, 1)\). Additionally, it is widely recognized as one of the most commonly employed chaotic number generators. This map can be mathematically expressed through the following Eq.(11).

\[
p_{t+1} = \tau p_t (1 - p_t) \quad 0 < \tau \leq 4, p_t \omega(0,1)
\]

The logistic map showcases the behaviour of a variable \(p_t\) as it evolves over discrete time steps. At each iteration, the value of \(p_{t+1}\) is determined by multiplying the current value of \(p_t\) by the factor \(\tau\) and subtracting the product of \(p_t\) and \(1 - p_t\). This Eq.(12) is constrained by the condition that \(\tau\) must be greater than 0 but not exceed 4 while \(p_t\) should lie within the open interval \((0, 1)\). The logistic map exhibits intriguing properties, particularly when \(\tau\) reaches specific critical values. For \(\tau\) values below approximately 3.57, the map’s behaviour is stable and converges towards a fixed point or a limit cycle, depending on the specific value of \(\tau\). However, when \(\tau\) surpasses this critical threshold, the system transitions into a chaotic regime characterized by sensitive dependence on initial conditions. Even minute variations in the starting value of \(p_t\) can lead to significant divergences in subsequent iterations, giving rise to a complex and unpredictable sequence of values.

3.4.2. Sinusoidal Map

The sinusoidal map is utilized in RFO to exhibit chaotic behaviour, as defined in Eq.(12).

\[
p_{t+1} = \sin(\pi p_t) \quad p_t \omega(0,1)
\]

Where \(p_t\) represents the current value in the sequence, and \(p_{t+1}\) denotes the next value. The sinusoidal map operates within the range of 0 to 1. The map derives its name from the sine function \((\sin)\), which calculates the next value in the sequence. By applying the sine of \(\pi\) times \(p_t\), the map introduces nonlinearity and amplifies minor differences in initial values, leading to chaotic behaviour. The multiplication of \(p_t\) by \(\sin(\pi p_t)\) contributes to the generation of unpredictable and complex sequences. The term \(\omega(0,1)\) represents a random variable between 0 and 1, serving as a factor to introduce randomness into the map.

3.4.3. Tent Map

The tent map is another chaotic map that shares similarities with the logistic map. It generates chaotic sequences within
the interval of 0 to 1. Eq.(13) describes the tent map as follows:

\[ p_{t+1} = \begin{cases} 
\frac{p_t}{0.7} & \text{if } p_t < 0.7 \\
\frac{10}{3} (1 - p_t) & \text{otherwise}
\end{cases} \tag{13} \]

Where \( p_t \) is a random variable ranging from 0 to 1.

The tent map exhibits dynamic and nonlinear behavior, making it capable of producing chaotic sequences. It operates based on the current value \( p_t \), determining the next value, \( p_{t+1} \), through a piecewise definition. When \( p_t \) is less than 0.7, the next value is obtained by dividing \( p_t \) by 0.8. This division effectively compresses the values towards zero, causing the sequence to converge. However, if \( p_t \) is greater than or equal to 0.7, the next value is computed using the expression \( \left( \frac{10}{3} \right) (1 - p_t) \). This nonlinear function introduces a quadratic term and leads to a more expansive behavior, driving the sequence away from convergence.

The tent map’s distinct behaviour arises from the interplay between these two branches. It generates chaotic sequences exhibiting convergence and divergence patterns, resulting in intricate and unpredictable dynamics. The random variable \( \omega (0,1) \) adds a stochastic element to the map, contributing to the randomness and variability observed in the generated sequences.

3.5. Handling Infeasibility

The problems in optimizing the best route to send the fintech data have been expressed as mathematical programming models involving nonlinear constraints. This approach is commonly found in existing literature on the subject. Hence, utilizing a methodology capable of effectively managing these constraints becomes imperative. In a design optimization problem with constraints, the key objective is to optimize a linear or nonlinear objective function, represented as \( g(p) \), concerning the design variables \( p \). However, this optimization must be done while satisfying a set of linear and nonlinear equality and inequality constraints. To formally define the constrained design optimization problem, Eq.(14)-Eq.(16) can be applied.

\[
\min g(p), \quad p \in \mathbb{R}^n \subseteq B^{m} \tag{14}
\]

Subject to:

\[
j_z(p) = 0, \quad j_z: B^m \rightarrow \mathbb{R}, \quad z = 1, 2, 3, ..., c_h \tag{15}
\]

\[
l_z(p) \leq 0, \quad l_z: B^m \rightarrow \mathbb{R}, \quad z = 1, 2, 3, ..., c_d \tag{16}
\]

The intention of Eq.(14) is to minimize the objective function \( g(p) \) while ensuring that the design variables \( p \) fall within the search space \( Y \), which is a subset of \( B^m \). Here, \( B \) represents the feasible region of the design variables, and \( t_m \) represents the dimensionality of the design variables.

Eq.(15) represents the set of equality constraints, where each \( j_z(p) \) function maps the variable design space \( B^m \) to the constraint space \( B \). These equality constraints define specific relationships among the design variables that must be satisfied. Eq.(16) represents the set of inequality constraints. The \( l_z(p) \) function maps the variable design space \( B^m \) to the constraint space \( B \). These inequality constraints impose bounds or restrictions on the design variables, ensuring they remain within certain limits. It is essential to mention that the formulation of equality constraints presented in Eq.(15) can also be adapted to incorporate inequality constraints. In such cases, the design optimization problem would solely consist of inequality constraints, providing greater flexibility in handling the constraints based on the specific requirements of the problem.

Several commonly used techniques are employed to overcome infeasible circumstances in optimization problems with constraints, including penalizing, rejecting, and repairing. These methods aim to find feasible solutions by addressing violations of the constraints. However, most of these techniques require additional efforts and often involve introducing penalty terms or other problem-specific parameters. However, an alternative approach is similar to the penalty function approach but eliminates the need for explicit penalty terms. This approach addresses the challenge of constrained nonlinear design optimization, as defined by Eq.(15)-Eq.(17), by transforming it into a constrained optimization problem using Eq.(18).

\[
\min Z(p) \tag{18}
\]

Subject to:

\[
\hat{g}(p) = dtan[g(p)] - \frac{\pi}{2}, \quad \text{otherwise}
\]

In Eq.(18), the objective function \( Z(p) \) is minimized concerning the variable \( p \), considering the following conditions. First, the maximum value of a set of constraints \( l_z(p) \), denoted as \( l_{max}(p) \), is computed. If \( l_{max}(p) \) is more significant than zero, the modified constraint \( \hat{l}(p) \) is set equal to \( l_{max}(p) \). On the other hand, if \( l_{max}(p) \) is not favourable, another modified constraint \( \hat{g}(p) \) is defined as \( dtan[g(p)] - \frac{\pi}{2} \), where \( dtan[.] \) represents the inverse tangent function. It is essential to highlight that the modified constraint \( \hat{g}(p) \) is always negative for any value of \( p \), thereby ensuring that \( \hat{g}(p) \) remains less than \( \hat{l}(p) \). This condition guarantees the satisfaction of the constraints. One good aspect of this approach is its ability to operate independently without the need for additional problem-specific parameters such as penalty factors or Fourier series. The approach simplifies the optimization process and reduces the computational burden.
by eliminating the need for these additional parameters. Chaos-based Chaotic Sequence Generator is expressed in Algorithm 5.

Input:
- Choice of chaotic map (i.e., logistic, sinusoidal, or tent map)
- Parameters and initial conditions for the chosen chaotic map (i.e., \( \tau \) for the logistic map or specific values for the sinusoidal or tent map)
- Number of iterations to generate the chaotic sequence

Output:
- Chaotic sequence generated by the chosen chaotic map

Procedure:
Step 1: Choose a chaotic map: Select one of the chaotic maps mentioned, such as the logistic map, sinusoidal map, or tent map.
Step 2: Initialize parameters: Set the conditions and parameters specific to the chosen chaotic map.
Step 3: Generate chaotic sequence: Iterate the chaotic map equation for a desired number of iterations. Calculate the next state at each iteration based on the current state and the map equation.
Step 4: Store the chaotic numbers: Store the generated chaotic numbers in a sequence or an array for further use.
Step 5: Repeat steps 2-4 for each chaotic map: If you want to incorporate multiple chaotic maps or the piecewise chaos approach, repeat steps 2-4 for each map. Each map will have its own set of parameters and initial conditions.
Step 6: Utilize the chaotic sequences: After generating the chaotic sequences, it is possible to use them in various applications, such as diversifying the exploration of a search space or introducing randomness into algorithms.

Algorithm 5 Chaos-Based Chaotic Sequence Generator

3.6. Modified RSA

The enhanced version of the RSA (Rivest-Shamir-Adleman) algorithm incorporates additional security measures to strengthen its resistance against attacks. This advanced variant builds upon the original RSA algorithm, utilizing key length increases, rigorous primality testing, robust random number generation, secure padding schemes, meticulous key management, strong cryptographic hash functions, protection against side-channel attacks, and regular security updates. By implementing these enhancements, the modified RSA algorithm offers improved protection against various cryptographic vulnerabilities, guaranteeing sensitive data’s privacy, security, and genuineness in light of evolving threats and technological progress. The steps involved are:

- Key length: Increase the size of the prime numbers used for key generation. Using more significant prime numbers makes it harder for an attacker to factorize the modulus and retrieve the private key. A key length of 2048 bits or higher is generally recommended for RSA encryption.
- Primality testing: Employ robust primality testing algorithms, such as Miller-Rabin or Solovay-Strassen, to verify the primality of chosen numbers and ensure their authenticity as prime numbers. This helps prevent the use of composite numbers that may have vulnerabilities.
- Random number generation: Use a strong generator to select the prime numbers and the public exponent. High-quality randomness ensures that the generated keys are not predictable, making it more difficult for an attacker to guess the private key.
- Padding schemes: When encrypting the plaintext, apply secure padding schemes, such as Optimal Asymmetric Encryption Padding (OAEP). The padding adds randomness and helps prevent certain types of attacks, such as chosen ciphertext attacks.
- Key management: Ensure proper essential management practices, such as protecting the private key, securely exchanging public keys, and periodically updating keys. Use secure storage mechanisms and consider hardware-based key storage for increased protection.
- Cryptographic hash function: Utilize a secure and robust cryptographic hash function for generating message digests in signature generation and verification. Popular choices include SHA-256 or SHA-3.
- Side-channel attacks: Protect against side-channel attacks, such as timing or power analysis attacks, exploiting information leaked during encryption or decryption. Implement countermeasures such as constant-time algorithms or hardware-level protections.
- Regular security updates: Stay up to date with the latest cryptographic recommendations and vulnerabilities. Keep track of any security updates or patches related to RSA or its implementation libraries to address potential vulnerabilities.

The Fusion of RFORP and Modified RSA with DSR is provided in Algorithm 6.
Step 1: Implement the RFO algorithm for optimizing the DSR routing protocol by using individual Fireflies to represent potential routes.

Step 2: Modify the RSA algorithm to enhance its search capability and adaptability in the DSR routing context.

Step 3: Integrate chaos concept into the RFO and modified RSA algorithms to introduce randomness and enhance exploration.

Step 4: Use chaos-based mutation operators to diversify the search space and prevent getting stuck in local optima.

Step 5: Employ chaos-based crossover operators to facilitate information exchange and exploration among fireflies or particles.

Step 6: Consider the influence of chaotic values while updating local and global best solutions.

Step 7: Incorporate chaos-based perturbation techniques to introduce random disturbances and escape stagnant regions.

Step 8: Apply chaos-driven adaptive strategies to adjust the merged algorithm’s control parameters dynamically.

Step 9: Incorporate chaos-based mechanisms to handle dynamic network scenarios, such as node failures or changing topology.

Step 10: Evaluate the performance of the merged algorithm using appropriate metrics, considering optimized DSR routes, convergence speed, and robustness to network changes.

Step 11: Conduct comprehensive simulations or experiments to compare the merged algorithm with other optimization techniques.

Step 12: Fine-tune the merged algorithm by adjusting the chaotic, operator, or control parameters based on evaluation results.

Step 13: Document the merged algorithm, including the integration of RFO, modified RSA, and chaos, along with specific steps, parameters, and considerations.

Algorithm 6 Fusion of RFORP and Modified RSA with DSR

### 4. SIMULATION SETTINGS

GNS3 (Graphical Network Simulator-3) is a powerful and versatile tool that allows network engineers and researchers to simulate routing protocols tailored explicitly for IoT-AN. Ad-hoc networks play a crucial role in the Internet of Things (IoT) ecosystem, where devices must communicate directly with each other in a decentralized manner. With GNS3, users can design and emulate complex network topologies, incorporating virtual router images to simulate the behaviour of real routers. This allows for the evaluation and analysis of various routing protocols, such as OLSR (Optimized Link State Routing), DSR (Dynamic Source Routing) and AODV (Ad-hoc On-Demand Distance Vector), which are commonly employed in IoT-AN. GNS3’s traffic generation capabilities enable the simulation of realistic IoT traffic patterns, enabling users to assess the performance of the routing protocols under different load conditions. GNS3 provides a range of monitoring and analysis tools that allow users to observe and analyze the behaviour of the simulated network, including routing tables, network traffic flows, and packet captures. This enables an in-depth evaluation of the routing protocols’ efficiency, scalability, and reliability in IoT-AN. Simulation settings used to evaluate the proposed protocol are provided in Table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Rate</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>Energy Model</td>
<td>Battery Drain Model</td>
</tr>
<tr>
<td>Initial Energy Level</td>
<td>5 Joules</td>
</tr>
<tr>
<td>Interference Model</td>
<td>Path Loss Model</td>
</tr>
<tr>
<td>MAC Protocol</td>
<td>802.16</td>
</tr>
<tr>
<td>Mobility Model</td>
<td>Random Waypoint Model</td>
</tr>
<tr>
<td>Network</td>
<td>Mobile Ad-hoc Network</td>
</tr>
<tr>
<td>Network Density</td>
<td>Moderate</td>
</tr>
<tr>
<td>Node Placement Distribution</td>
<td>Uniform Distribution</td>
</tr>
<tr>
<td>Number of IoT Devices</td>
<td>250</td>
</tr>
<tr>
<td>Number of Malicious Nodes</td>
<td>10%</td>
</tr>
<tr>
<td>Number of Packets</td>
<td>4000</td>
</tr>
<tr>
<td>Packet Size</td>
<td>512 bytes</td>
</tr>
<tr>
<td>Quality of Service (QoS)</td>
<td>Best Effort</td>
</tr>
<tr>
<td>Simulation Area</td>
<td>3000 × 4000 m²</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>300 seconds</td>
</tr>
<tr>
<td>Traffic Source</td>
<td>Constant Bit Rate (CBR)</td>
</tr>
<tr>
<td>Transmission Range</td>
<td>350 meters</td>
</tr>
</tbody>
</table>
5. RESULTS AND DISCUSSION

5.1. Packet Delivery Ratio

Figure 1 and Figure 2 present the packet delivery ratio results for three routing protocols: Dynamic Source Routing (DSR), Multi-Adaptive Routing Protocol (MARP), and Relentless Firefly Optimization Routing Protocol (RFORP). The packet delivery ratio represents the percentage of successfully delivered packets from the source to the destination. Looking at the results, RFORP achieved the highest packet delivery ratio across all distance ranges, with an average of 86.313%. This indicates that RFORP has a superior performance in terms of successful packet delivery compared to the other two protocols. MARP follows RFORP with an average packet delivery ratio of 38.870%, while DSR has the lowest average ratio of 26.490%. The significant difference in performance can be attributed to the design and functionality of each protocol. RFORP is specifically inspired by the natural characteristics of fireflies and utilizes optimization techniques derived from them, which likely leads to efficient routing decisions and higher packet delivery. DSR and MARP may lack certain optimization features or adaptive mechanisms, resulting in lower packet delivery ratios.

5.2. Packet Drop Ratio

Figure 3 and Figure 4 present the packet drop ratio results for the same protocols. The drop ratio represents the percentage of packets that are dropped along the path. RFORP also shows a lower drop ratio compared to DSR and MARP, indicating a more reliable delivery of packets. The drop ratios for DSR, MARP, and RFORP are 26.490%, 38.870%, and 86.313%, respectively.
Figure 3 and Figure 4 present the packet drop ratio for three different routing protocols: Dynamic Source Routing (DSR), Multi-Adaptive Routing Protocol (MARP), and Relentless Firefly Optimization (RFORP). The packet drop ratio indicates the percentage of packets that were not successfully delivered from the source to the destination and were instead dropped or lost during transmission. The results reveal that DSR had the highest average packet drop ratio of 73.510%, followed by MARP, with an average of 61.130%. In contrast, RFORP demonstrated the lowest average packet drop ratio of 13.687%. These variations in performance can be attributed to the design and mechanisms employed by each routing protocol. DSR may experience higher packet drop ratios due to its reliance on dynamic source routing, where route maintenance and frequent updates may introduce more opportunities for packet loss. MARP, although inspired by the natural characteristics of fish, might still lack certain adaptive features necessary for efficient packet delivery. In contrast, RFORP, with its relentless firefly optimization approach, likely incorporates robust optimization techniques and adaptive decision-making algorithms, resulting in a lower packet drop ratio and more reliable packet delivery overall.

5.3. Delay

Figure 5 and Figure 6 provide the delay results for three distinct routing protocols: Dynamic Source Routing (DSR), Multi-Adaptive Routing Protocol (MARP), and Relentless Firefly Optimization (RFORP). Delay is when it takes packets to traverse the network from the source to the destination. The table shows that DSR has the highest average delay of 6123.2 ms, followed by MARP with an average delay of 5300.2 ms. RFORP demonstrates the lowest average delay of 1649.4 ms.

These variations in delay can be attributed to the design and mechanisms employed by each protocol. DSR’s higher delay can be attributed to its reliance on dynamic source routing, which involves frequent route updates and maintenance, leading to increased overhead and longer packet delivery times. MARP, despite being inspired by natural fish characteristics, may still lack certain adaptive features necessary for minimizing delay. RFORP’s relentless firefly optimization approach likely incorporates efficient optimization techniques and adaptive algorithms, resulting in shorter delays and faster packet delivery times. RFORP achieves the lowest delay among the three routing protocols, making it more suitable for applications that require low-latency communications.

5.4. Energy Consumption

Figure 7 and Figure 8 present the energy consumption results for three routing protocols: Dynamic Source Routing (DSR), Multi-Adaptive Routing Protocol (MARP), and Relentless Firefly Optimization (RFORP). Energy consumption represents the percentage of energy each protocol utilizes for packet transmission within the network. The data shows DSR exhibits the highest average energy consumption of 83.383%, followed by MARP with an average consumption of 60.809%. In contrast, RFORP demonstrates the lowest average energy consumption of 24.866%. These results can be attributed to the design and mechanisms employed by each protocol. DSR’s higher energy consumption may be due to its dynamic source routing approach, which requires more frequent route updates and maintenance, resulting in increased energy usage. Although MARP draws inspiration from natural fish characteristics, it may lack certain energy-efficient adaptive features. RFORP, with its relentless firefly...
optimization approach, likely incorporates efficient optimization techniques and adaptive algorithms, leading to lower energy consumption. RFORP’s ability to optimize routing decisions and minimize unnecessary energy expenditure contributes to its efficiency. RFORP demonstrates the lowest energy consumption among the three routing protocols, making it suitable for energy-constrained scenarios or networks with limited resources.

5.5. Malicious Node Detection Accuracy

Figure 9 and Figure 10 depict the results of malicious node detection accuracy for three routing protocols: Dynamic Source Routing (DSR), Multi-Adaptive Routing Protocol (MARP), and Relentless Firefly Optimization (RFORP). Malicious node detection accuracy refers to the ability of the protocols to identify and detect malicious nodes within the network. Analyzing the data, it is evident that RFORP achieved the highest average malicious node detection accuracy of 77.621%. This indicates that RFORP performs better in accurately identifying and detecting malicious nodes than the other two protocols. MARP follows with an average accuracy of 49.750%, while DSR demonstrates the lowest average accuracy of 23.916%.
These varying results can be attributed to the design and mechanisms employed by each protocol. RFORP, utilizing its relentless firefly optimization approach, likely incorporates effective techniques for identifying and flagging malicious nodes, leading to higher detection accuracy. MARP, inspired by natural fish characteristics, may possess adaptive features that contribute to relatively better detection accuracy than DSR. DSR may lack robust detection mechanisms, resulting in lower accuracy. RFORP demonstrates the highest average malicious node detection accuracy, making it more reliable and suitable for securing networks against malicious entities.

5.6. Routing Stability

Figure 11 and Figure 12 illustrate the results of routing stability for three routing protocols: Dynamic Source Routing (DSR), Multi-Adaptive Routing Protocol (MARP), and Relentless Firefly Optimization (RFORP). Routing stability refers to the consistency and reliability of the routing paths maintained by the protocols over time. Upon analyzing the provided data, it is evident that RFORP achieved the highest average routing stability with a score of 80.797%. This indicates that RFORP demonstrates superior stability in maintaining consistent and reliable routing paths compared to the other two protocols. MARP follows with an average stability score of 36.385%, while DSR exhibits the lowest average stability of 16.531%. These differences in routing stability can be attributed to the design and mechanisms employed by each protocol. RFORP, with its relentless firefly optimization approach, likely incorporates robust optimization techniques and adaptive algorithms that contribute to stable routing paths. MARP, inspired by natural fish characteristics, may possess adaptive features that enhance routing stability to some extent. DSR may lack specific mechanisms for path stability, resulting in a lower average stability score. RFORP demonstrates the highest average routing stability among the three protocols, making it a suitable choice for applications that require consistent and reliable routing paths.

5.7. Resilience Score

Figure 13 and Figure 14 present the results of the Resilience Score for three routing protocols: Dynamic Source Routing (DSR), Multi-Adaptive Routing Protocol (MARP), and Relentless Firefly Optimization (RFORP). The Resilience Score is a metric that combines three factors: Packet Delivery Ratio (PDR), Malicious Node Detection Accuracy, and Routing Stability. The weights assigned to each metric, $\alpha$, $\beta$, and $\gamma$, are 0.4, 0.3, and 0.3, respectively, representing their relative importance in evaluating the resilience of the secure routing protocol.

By calculating the Resilience Score using the provided weights and the data in the table, it becomes possible to assess the overall resilience of each protocol. The Resilience Score considers the performance of packet delivery, malicious node detection, and routing stability, providing a consolidated view of the protocol’s effectiveness in the face of attacks and maintaining secure and reliable routing paths. Upon evaluating the results, RFORP achieved the highest average Resilience Score of 82.050. This indicates that RFORP exhibits a higher resilience than the other two protocols. MARP follows with an average Resilience Score of 38.989, while DSR demonstrates the lowest average Resilience Score of 21.890. The significant difference in Resilience Scores can be attributed to the combined performance of PDR, Detection Accuracy, and Routing Stability for each protocol.

RFORP’s high Resilience Score suggests that it delivers packets reliably, accurately detect malicious nodes, and
maintains stable routing paths. This is likely due to the optimizations and adaptive algorithms derived from firefly behaviour employed by RFORP. MARP, which draws inspiration from natural fish characteristics, demonstrates a relatively moderate level of resilience. DSR, on the other hand, exhibits a lower Resilience Score, indicating potential vulnerabilities in packet delivery, malicious node detection, and routing stability. The Resilience Score offers a comprehensive assessment of the overall performance and resilience of the secure routing protocols, enabling informed decision-making processes for network security and protocol selection.

Table 2 Results Values of Resilience Score

<table>
<thead>
<tr>
<th>Nodes</th>
<th>DSR</th>
<th>MARP</th>
<th>RFORP</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>38.387</td>
<td>57.134</td>
<td>91.995</td>
</tr>
<tr>
<td>100</td>
<td>32.209</td>
<td>52.167</td>
<td>87.542</td>
</tr>
<tr>
<td>150</td>
<td>21.080</td>
<td>39.209</td>
<td>82.296</td>
</tr>
<tr>
<td>200</td>
<td>12.692</td>
<td>28.598</td>
<td>76.794</td>
</tr>
<tr>
<td>250</td>
<td>5.084</td>
<td>17.835</td>
<td>71.626</td>
</tr>
<tr>
<td>Average</td>
<td>21.890</td>
<td>38.989</td>
<td>82.050</td>
</tr>
</tbody>
</table>

6. CONCLUSION

The Relentless Firefly Optimization-based Routing Protocol (RFORP) development significantly advances securing fintech data within IoT-AN. Through extensive evaluations and comparisons with existing routing protocols, RFORP has demonstrated its superiority across various metrics, including higher packet delivery ratios, accurate malicious node detection, improved routing stability, and significant energy efficiency. These achievements can be attributed to the incorporation of relentless firefly optimization techniques inspired by the natural behaviour of fireflies, which optimize routing paths and enhance the overall performance of the protocol. RFORP’s remarkable resilience against attacks, evidenced by its higher Resilience Score compared to the state-of-the-art routing protocol, establishes it as an effective solution for securing fintech data. RFORP addresses the critical challenges associated with fintech data transmission in IoT-AN by offering enhanced performance, reliability, and security. This research’s findings contribute to the secure routing protocols field, particularly in the context of fintech applications, providing valuable insights for decision-making processes related to network security and protocol selection. RFORP presents a promising approach to ensuring the secure and efficient routing of fintech data, empowering organizations to effectively protect their sensitive financial information in IoT environments.
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