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Abstract – Recent technological developments include wireless 

sensor networks in modern and intelligent environments. 

Finding the localization of the sensor node is a problem in the 

research community field. Localization on a two-dimensional 

plane, a key focus in WSNs, is to maximize the lifespan and 

overall performance of sensor nodes by minimizing their energy 

consumption. The compiled data that base stations receive from 

packets.in wireless sensor networks can be used to make 

decisions with the help of localization. A cost-effective method of 

solving the problem is not the Internet of Things with GPR 

tracking sensor zones. There are several approaches to locating 

wireless sensor networks with unclear sensor locations. The main 

challenge lies in accurately determining the location of the base 

station's sensor node with a minor localization error during 

wireless communication. The proposed method, Distributed 

clustering Distance Algorithm (DCDA) using machine learning, 

considers the distance estimation error, location in accuracy, and 

fault tolerance issue with WSNs. According to the findings, the 

average localization error is 11% and 11.3%, respectively. For 

anchor nodes 20-80 and 200-450. As a result, when compared to 

contemporary methods of localization with centroid weighted 

algorithm (LCWA), Distance vector hop algorithm (DV-Hop), 

Coefficient for reparation algorithm (CRA), and Weighted 

Distributed Hyperbolic algorithm (WDHA) methods, the 

demonstrated Distributed clustering Distance Algorithm 

(DCDA) gives greater accuracy. According to the experimental 

results, the suggested algorithm significantly improves the 

number of alive nodes compared to the LBCA and G. Gupta FT 

algorithms. Specifically, the proposed algorithm achieves a 

remarkable 96% increase in active and functional nodes within 

the wireless sensor network. 

Index Terms – Clustering, Distributed Clustering Distance 

Algorithm (DCDA), Wireless Sensor Network, Node Localization 

Error, Fault-Tolerant, Machine Learning. 

1. INTRODUCTION 

Various techniques can achieve node localization in WSNs, 

such as GPS-based localization: This technique uses GPS-

enabled nodes to determine their locations and transmit this 

information to other nodes in the Network. However, GPS-

based localization may not be suitable for indoor or 

underground environments where G.P.S. signals are weak or 

unavailable. Figure 1 shows the Basic Wireless Sensor 

Network architecture. Range-based localization: This 

technique uses the distance between nodes, which can be 

estimated using signal strength or time-of-flight 

measurements, to determine their locations. Range-free 

localization: This technique uses information such as the 

connectivity or coverage of the nodes to estimate their 

locations without measuring distances directly. Node 

localization is an essential aspect of WSNs, as it enables 

efficient data collection and analysis, improves network 

performance, and enables applications such as target tracking 

and environmental monitoring. Recent node localization 

literature has referred to node positioning as a novel 

technology [1]. An exemplary node localization strategy is 

essential for wireless sensor networks (WSNs) to be accurate 

and efficient [2]. A collection of multiple sensor nodes makes 

up a wireless sensor network. Dispersed throughout a region 

to monitor the area of interest [3]. Applications are worthless 

without the precise position data from the sensor node in the 

WSNS [4]. The proposed algorithm draws inspiration from 

existing protocols: Low Energy Adaptive Clustering 

Hierarchy (LEACH) and Quadrant Cluster-based LEACH (Q-

LEACH). Its primary focus is minimizing energy usage and 

enhancing network coverage in a wireless sensor network [5] 
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since a node's position can be ascertained in several ways [6]. 

Wireless bandwidth and power availability restrict the 

numerous rounds of tiny nodes that comprise WSNs. This 

Network can serve various purposes, such as measuring 

phenomena, monitoring areas, and facilitating industrial 

automation. For the Gaussian Elimination method [7], node 

localization estimation is crucial. ESNs, which transmit both 

small-and large-scale messages, comprise several sensor 

nodes. With the development of electronic technology WSNs 

can do all kinds of processes like controlling and monitoring, 

etc. [8]. Node localization is crucial to many network 

applications [9-11]. One of the issues in WSNs is node 

location and energy consumption. Sensor nodes' processing 

and computation capacities are constrained by their battery 

life. As a result, optimizing energy efficiency and employing 

power-saving techniques become crucial factors in designing 

and operating wireless sensor networks effectively. As sensor 

nodes need energy to process, sense, and store data, packet 

transmission is an essential WSNS activity [12-15]. 

 

Figure 1 Basic Wireless Sensor Network Architecture 

The industrial revolution concept has witnessed exponential 

growth in advancements, primarily fueled by the Internet of 

Things (IoT) coupled with wireless sensor networks [16]. 

This powerful combination has revolutionized industries 

across the globe, enabling enhanced data collection, real-time 

monitoring, and seamless automation processes. Integrating 

IoT with wireless sensor networks has proven to be a 

transformative force, driving efficiency, productivity, and 

innovation in various sectors, from manufacturing and 

logistics to healthcare and agriculture. As this technology 

continues to evolve, it holds the potential to reshape industries 

further and enhance our daily lives with intelligent, 

interconnected systems that optimize resource utilization and 

decision-making. Can detect the surroundings, and gather 

essential facts [17]. Because of the crucial platform for data 

exchange and sense, the Internet of Things (IoT) primarily 

focuses on it [18]. WSNS provides the framework for the 

expanding IoT, which spans various industries and fields [19]. 

For instance, multiple situations call for deploying intelligent 

products like wearable technology, camera systems, and 

sensor devices. Other uses for Smart devices include 

agribusiness, intellectual communities, cutting-edge medical 

care, and military service [20-21]. They are becoming more 

common in wireless communication. The multi-gateway 

clustered sensor network is shown in Figure 2. This network 

architecture involves the deployment of multiple gateways 

strategically positioned to manage and aggregate data from 

clusters of sensor nodes. Such a configuration enables 

efficient data transmission, load balancing, and enhanced 

network scalability, making it suitable for large-scale IoT 

applications and ensuring seamless communication across the 

entire sensor network. These nodes with dual functions-

sensing and rounding have constraints on energy use and 

distributed auto-organizing features [22].[23]. According to 

projections, one trillion sensors will be installed worldwide 

[24]. As a result, a tremendously large amount of data should 

collect from a diverse and broad spectrum of WSNs [25]. 

Therefore, there is a constant pressing need to address and 

offer an innovative solution parallel to this increase in 

diversity and relevance. Data reliability, correctness, and 

integrity should be good, especially while working in risky 

contexts [26]. The ability of a network to provide a desired 

and necessary level of functionality and accurate data in the 

presence of problems is known as fault tolerance [27]. 

Finding the mistakes that occur in the Network requires well-

organized fault detection. The fault tolerance framework 

comprises the problem identification, diagnosis, and 

correction procedures [28]. 

 

Figure 2 Multi-Gateway Clustered Sensor Network 

Sensor nodes should collect and distribute the data distant 

throughout challenging environments in wireless sensor 

networks (WSNs). Nodes' locations are not always known in 

advance and with precision [29]. The fault is a significant 

difficulty for WSNs because deploying the network nodes is 

challenging settings. Errors in sensor networks characterizing 

in different ways. Three tiers: sensor nodes, clustering 

(networks), and base station (BS). In various ways, they can 

generally be divided into three levels: sensor nodes, clustering 

(networks), and base station (BS) [30]. The correct data want 



International Journal of Computer Networks and Applications (IJCNA)   

DOI: 10.22247/ijcna/2023/223312                 Volume 10, Issue 4, July – August (2023) 

  

 

   

ISSN: 2395-0455                                                  ©EverScience Publications       529 

     

RESEARCH ARTICLE 

to transmit to the destination in WSNs for operation or 

decision-making. Hence the Network must be fault-tolerant 

[31]. The general performance of networks should not be 

impacted by malfunctioning nodes thanks to fault tolerance 

and reliability. In Wireless Sensor Networks (WSNs), the 

constrained energy of individual nodes poses a significant 

challenge. To address this issue, hierarchical routing methods 

have emerged as one of the most effective approaches for 

achieving energy efficiency, balancing energy consumption, 

and extending the overall lifespan of the Network [32]. 

Providing ways to reduce energy use improves fault tolerance 

essential, considering the issues facing WSNs. This work 

proposes a distributed clustering algorithm for fault-tolerant 

(DCAFFT) [33].Additionally, using residual energy results in 

less clustering than other algorithms and less latency and 

overhead [34]. The duty cycle approach is used in cluster 

members in the suggested manner when grouping the nodes. 

The power sources for the sensor nodes are limited and 

permanent. Energy is a significant restriction of the 

Network—clustering method topology technique used to 

increase the scalability of WSNs and lower energy usage. The 

selection of a cluster head uses more energy due to an 

increased workload from data collecting and aggregation. The 

proposed method, Distributed clustering Distance Algorithm 

(DCDA) using machine learning, will solve the wireless 

sensor networks challenges like distance estimation error, 

location in accuracy, and fault tolerance issues with WSNs.  

1.1. Organization of the Paper 

The subsequent sections of this paper are structured as 

follows: 

Section 2 conducts a comprehensive review of the existing 

literature pertaining to node localization and faculty tolerance 

in wireless sensor networks. In Section 3, various types of 

related algorithms and the fault-tolerance mechanism are 

discussed. Section 4 presents the Proposed Distributed 

Clustering Distance Algorithm (DCDA) for Node 

Localization, while Section 5 introduces the Proposed 

Distributed Clustering Distance Algorithm (DCDA) for fault 

tolerance. The efficacy of the proposed approach is evaluated 

in Section 6, and finally, Section 7 provides the concluding 

remarks for the paper. 

2. LITERATURE REVIEW 

Wireless Sensor Networks (WSNs) play a crucial role in the 

Internet of Things (IoT), but they face challenges related to 

node localization, data aggregation, and energy efficiency. To 

address the node localization issue, researchers have proposed 

an innovative algorithm called Kernel Extreme Learning 

Machines based on Hop-count Quantization (KELM-HQ). 

This novel approach aims to enhance node localization in 

WSNs by harnessing the capabilities of Kernel Extreme 

Learning Machines, a powerful machine learning technique. 

By integrating hop-count quantization techniques into KELM, 

the algorithm seeks to improve the accuracy and efficiency of 

node localization [1]. Whether on a large or small scale, 

localization in WSNs has variations, but the Network's 

primary distinguishing feature is its multi-hop topologies. 

This research study employs an energy-efficient optimization 

approach DEEC-Gauss is an innovative approach that seeks to 

enhance energy efficiency and clustering in wireless 

networks. By integrating the Gaussian elimination method 

with the DEEC protocol, this algorithm aims to optimize the 

clustering process and improve overall network performance. 

This integration enhances energy efficiency while achieving 

optimal results in wireless networks [2]. To extend the 

lifespan of WSNs, Abdulrahman, Supriadin, and Fahmi 

suggested using a method of low-energy adaptive clustering 

from end to end that has been adjusted (ME-LEACH). The 

results showed that, in terms of stability and throughput, the 

ME-LEACH method performed better than the suggested 

algorithm [3]. WSNs must be more cost-effective and have 

access to precise location data. Furthermore, the clustering 

algorithms method is compatible with the hierarchy of 

communication algorithms employed in wireless sensor 

networks (WSNs)[4]. Heinzelman, Chandrakasan, and 

Balakrishnan used the low energy adaptive clustering method, 

or LEACH, at the first level of WSNS algorithms, and others 

have proposed a variety of algorithms to achieve clustering 

and node localization [5]. A mobile beacon was randomly 

placed throughout the area of interest (R.O.I.). To tackle the 

issues of node localization and energy conservation in 

wireless sensor networks (WSNs), researchers and engineers 

are actively working on innovative methods and strategies. 

These efforts aim to enhance the accuracy of node 

positioning, enabling precise tracking of sensor nodes' 

locations within the Network.  
the approach employed the PRISMA method, which is a 

standardized and widely recognized technique for conducting 

systematic reviews and meta-analyses in academic research. 

By following the PRISMA guidelines, the researchers aimed 

to ensure the selection and inclusion of relevant articles that 

meet specific criteria and adhere to rigorous reporting 

standards. This systematic approach enables the extraction of 

high-quality and reliable information from the selected 

articles, contributing to a comprehensive and well-structured 

review of the topic at hand. This method ensured a systematic 

approach to gathering and analyzing the available literature 

[6]. Given the different kinds of line-of-sight nodes, distance 

measurement is another important aspect that can potentially 

alter localization. MA*-3DDV-Hop is a novel approach that 

seeks to achieve more precise and reliable node localization in 

wireless sensor networks. By combining the strengths of the 

improved A* algorithm and the 3DDV-Hop algorithm, the 

method strives to better estimate the number of hops between 

nodes and correct any inaccuracies in measuring the average 

distance per hop. This optimization process enhances the 
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overall accuracy and effectiveness of node localization, 

making the algorithm a promising solution for practical 

applications in wireless sensor networks by integrating these 

techniques, the proposed algorithm aims to improve the 

accuracy and efficiency of node localization in wireless 

sensor networks. [7]. Researchers have proposed numerous 

node localization adjustments for unevenly distributed nodes 

to balance power consumption and extend network lifetime. 

A prevailing challenge in contemporary times is the packet 

delivery time, prompting the conduction of multiple research 

projects over the years aimed at enhancing and optimizing 

this aspect. In this research paper, the authors propose and 

evaluate an Energy Efficient Emergency Rescue Scheme 

(EEERS), which facilitates high-speed and minimal-delay 

data transfer within the IoT field. The simulation results 

demonstrate that the Energy Efficient Emergency Rescue 

Scheme (EEERS) achieves significant improvements in an 

emergency rescue IoT environment, including a reduction in 

end-to-end delay by 30–35%, an increase in throughput by 

40–42%, a reduction in energy consumption by 50–55%, a 

decrease in packet loss by 60–65%, and an enhancement in 

packet delivery ratio by 36–40% [8]. The choice of CH and 

gravitational search employed both strategies for optimizing 

ant colonies and particle swarms. It will mainly use for 

routing from the sink to the cluster head (CH). These 

techniques were used for better system performance, leading 

to the best clustering and hop path choice. A triple mobile 

anchor and three mobile sensors arranged in a triangle were 

used for localization to identify the unidentified sensor nodes 

and get signal strength indicators (RSSI). Similarly, like this, 

it was suggested to use social networks with small-world 

(S.W.) characteristics to analyze the position of the node and 

time synchronization problems over the small world in 

wireless sensor networks, which helped to produce better 

findings than cutting-edge normal WSNs. The findings 

indicate that the ME-LEACH method outperforms SEEC and 

EERRCUF in terms of both stability and throughput, 

demonstrating a higher and more consistent throughput. 

Additionally, ME-LEACH exhibits a 35.2% improvement in 

network lifetime compared to the E-LEACH algorithm. [9]. 

Like this, a localization method called Optimal Distance 

Range free (O.D.R.) method will reduce the quantity and size 

of hops without increasing the number of the communication 

channel. Sizes can be determined with the aid of DV-Hop the 

centroid is calculated using the anchor nodes that are the least 

distant [11]. The primary research areas for localization 

approaches include energy, clustering tactics, and longevity 

enhancement. Additionally, the capabilities close to using 

node resources and sensor nodes have raised the complexity 

of the Network, which has thrown the CH out of balance and 

led to related problems. It was suggested to use a power 

methodology to balance CH loads. To demonstrate the 

notable performance of significant NLOS mistakes, Cheng et 

al. Applied the localization on an indoor approach based on 

legally obtained collective prediction data for wireless sensor 

networks. The presented paper introduces the WRCDV-Hop 

method, an enhanced version of the widely recognized DV-

Hop localization algorithm, offering fourfold improvements. 

Notably, WRCDV-Hop's departure from the traditional 

discrete approach to hop count measurement allows for more 

precise localization and better energy efficiency. These 

advantages make it an attractive choice for node localization 

in wireless sensor networks, where accuracy and energy 

conservation are critical factors for the successful operation of 

the Network.[35]. Due to the positive variance, some of the 

measurement data obtained from the NLOS are unreliable. By 

combining the principles of Cat Swarm Optimization, 

parallelization, compactness, and innovative communication 

strategies, the Parallel Compact Cat Swarm Optimization 

(PCCSO) algorithm aims to achieve superior performance in 

solving complex optimization problems. Its ability to 

efficiently explore the search space and incorporate diverse 

communication strategies makes it a promising candidate for 

a wide range of optimization applications. PCCSO offers 

several advantages, including an improved local search 

capability and reduced computer memory requirements. [36]. 

Hao et al. employed the Voronoi and vector support machine 

approach. The PF-AKF method presents a promising 

approach for enhancing state estimation accuracy in Wireless 

Sensor Networks by integrating Polynomial Fitting and the 

Adjusted Kalman Filter to provide more reliable and efficient 

solutions for various applications in WSNs. The aim of the 

proposed method is to improve the accuracy of data 

estimation in WSNs by combining polynomial fitting and the 

Kalman filter [37] to enhance the performance and accuracy 

of localization. Localization using a single anchor node was 

used. The objective of this article is to optimize the location 

accuracy of node positions in a wireless sensor network 

(WSNS) by analyzing existing literature. In order to achieve 

this, the article proposes a novel node location algorithm 

based on Voronoi diagrams and support vector machines 

(SVM). The proposed algorithm is evaluated through both 

simulation and natural environment experiments, and the 

results are thoroughly analyzed. The findings demonstrate that 

the algorithm outperforms two other localization algorithms, 

namely ORSS-VBLS and W-VBLS, in terms of location 

accuracy for the target node. The next step in this research is 

to further investigate and analyze the algorithm's performance 

in large-scale and complex environments. This will involve 

conducting experiments in scenarios that more closely 

resemble real-world WSNS deployments, where factors such 

as obstacles, varying signal strengths, and interference can 

impact location accuracy. By examining the algorithm's 

behavior in such conditions, researchers can gain insights into 

its robustness and suitability for practical applications [38]. 

Sruthi and Sahadevaiah. This paper introduces a novel 

localization algorithm for wireless sensors, based on Artificial 

Neural Networks (AN). The proposed approach conducted 
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extensive simulations to test their method, and the results 

showed that their localization algorithm outperformed the 

current best methods available. In other words, their approach 

was more accurate and efficient in determining the precise 

location of objects or devices compared to existing state-of-

the-art techniques. This has significant implications for 

various applications that require accurate localization, such as 

navigation systems, tracking devices, and location-based 

services [39] also employed the effective paradigm technique. 

The table below provides a list of significant recent articles 

that demonstrates gaps in the literature and how this research 

study contributes to it. the proposed HC-RDA algorithm 

offers an enhanced and more effective way to solve the 

localization problem for unknown nodes in wireless sensor 

networks, considering the trade-offs between distance, 

received signal strength, and energy consumption. By 

integrating these two algorithms, the HC-RDA algorithm 

offers an effective and efficient solution for the localization of 

unknown nodes in the wireless  

Sensor network [40]. By incorporating these features, the 

Cluster Arrangement Energy Efficient Routing Protocol 

(CAERP) strives to achieve a more sustainable and stable 

WSN. The protocol's focus on network lifetime enhancement, 

energy efficiency, and load balancing contributes to a reliable 

and prolonged operation of the wireless sensor network, 

making it a promising solution for various WSN applications 

and scenarios. The CAERP protocol aims to optimize these 

key factors by organizing the Network into clusters and 

employing energy-efficient routing strategies within each 

cluster. By leveraging cluster arrangements, CAERP can 

effectively distribute the network load, CAERP provides a 

promising solution for addressing the energy-related 

challenges in WSNs. Its focus on minimizing energy 

consumption, improving energy efficiency, and promoting 

load balancing results in a more sustainable and reliable 

wireless sensor network, extending its overall lifetime and 

enhancing its performance. This makes the protocol a 

valuable and practical option for various WSN applications 

where energy conservation and efficient resource 

management are crucial factors [41]. This study aims to 

achieve control over normal and isolated states in a network. 

To address congestion, the congested node utilizes link 

permutations and observes transition probabilities for routing 

decisions. The proposed method allows nodes in the Network 

to monitor their states and take appropriate actions in 

response to immediate rewards and desired outcomes within a 

specific time period. The simulations conducted using the 

NS2 simulator demonstrated that this approach was effective 

in improving forwarding estimates, especially in scenarios 

involving overloaded and isolated nodes. These findings 

highlight the efficacy of the proposed method in managing 

congestion and maintaining network stability [42]. To alter 

the current localization, various techniques are employed, 

identifying the redundant node, and making that node sleep 

for some time interval and wake up again using the sleeping 

node scheduling method based on redundant node energy 

reduction is a strategy designed to conserve energy in WSNs 

by putting redundant nodes into a sleep mode at specific 

intervals. This method improves energy efficiency, prolongs 

the network lifetime, and helps to maintain the Network's 

functionality while minimizing energy wastage. It will 

improve the lifetime of the wireless sensor network [43]. 

Gathered knowledge about the other WSNS nodes, their 

locations, and the distances between them, which will be used 

to develop the localization algorithms. Several research 

initiatives in the field of sensor networks have inspired the 

work. Research is being done on both—sensor networks' 

hardware and software components. The size and 

functionality of sensors have taken on a new dimension 

because of initiatives like intelligent dust, WINS, and Pico 

Radio. Several research groups have concentrated on 

problems including sensor coordination, energy-aware 

routing, and energy conservation by just turning on a few 

nodes. This paper focuses on exploring various types of 

algorithms and conducting a comparative analysis of their 

accuracy in target detection. The research study serves as a 

comprehensive and informative resource for those interested 

in understanding the workings of these algorithms and their 

relevance in the respective field of study. The graphical 

models add visual clarity and enhance the presentation of the 

findings, making the research more accessible to a broader 

audience. By systematically comparing and evaluating the 

performance of these algorithms, the study aims to contribute 

to the understanding of target detection methodologies. The 

ANN algorithm gives the best performance compared to other 

algorithms [44]. Because sensors are often battery-operated 

and have a limited energy source. For the effective selection 

of a cluster head, a variety of clustering techniques have been 

proposed, including random, the lowest cluster I.D., and the 

highest degree of connection. However, if the cluster's 

workload is not evenly distributed, it may increase 

communication latency, insufficient targets, event tracking, 

and, ultimately, gateway failure. They propose a multi-gate 

architecture to distribute the load among the clusters and 

organize the network gateways around high-energy gateways. 

Additionally, these methods emphasize the system's 

dependability and fault tolerance. This manuscript presents 

the Weighted Path Rediscovery (WPR) routing algorithm, 

which is designed to enhance routing decisions in Wireless 

Sensor Networks (WSNs). The primary objective of this 

algorithm is to address two key issues: backtracking and 

looped routing. By preventing backtracking and curtailing 

looped routing, the WPR routing algorithm aims to improve 

the overall efficiency and effectiveness of data routing in 

WSNs. The introduction of the Weighted Path Rediscovery 

(WPR) routing algorithm in WSNs not only prevents 

backtracking and looped routing but also leads to improved 
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packet transmission quality and reduced routing complexity. 

By optimizing the path selection process, the algorithm 

ensures that packets are transmitted with higher reliability and 

fewer errors. Moreover, by minimizing routing complexity, 

the WPR algorithm reduces the computational overhead 

associated with routing decisions, resulting in more efficient 

network operations. [45]. When a cluster head fails, either 

redundant hardware is required to replace it, or the role is 

moved to a different node, necessitating a complete system 

reconfiguration. Regularly picking Project like LEACH 

increase the system's redundancy by generating a cluster head 

from the Network's sensor. But are burdened by re-clustering 

overhead. Think that if efficient recovery is built into the 

design, significant performance gains can be made. During 

runtime, faults should be found and treated. Many studies 

have been done on fault analysis and modeling. This research 

describes a runtime recovery system to recover sensors from 

failed clusters and identify gateway issues. Network 

Localization and Mobility: Localization of sensor nodes, 

especially in outdoor environments, can be challenging due to 

factors like limited sensing ranges, signal propagation 

variations, and node mobility. Accurate node localization is 

crucial for various applications such as target tracking, object 

localization, and location-based routing. Fault Tolerance and 

Resilience: WSNs are vulnerable to various faults, including 

node failures, communication disruptions, and environmental 

factors. Ensuring fault tolerance, fault detection, and recovery 

mechanisms to maintain network resilience and reliability is 

an ongoing challenge. Source node localization is crucial for 

efficient network management, accurate data interpretation, 

energy efficiency, and target tracking in WSNs. It enhances 

the overall functionality and performance of WSNs in various 

applications and scenarios. By incorporating fault tolerance 

mechanisms into wireless sensor networks, system designers 

and researchers can improve the Network's robustness, 

reliability, and overall performance. This is especially crucial 

in applications where continuous monitoring, real-time data 

collection, and reliable communication are vital, such as 

environmental monitoring, industrial automation, healthcare, 

and disaster response systems to ensure robustness, reliability, 

network longevity, data integrity, scalability, and security. By 

incorporating fault tolerance mechanisms, WSNs can continue 

to operate effectively and provide accurate and reliable data in 

challenging environments or in the presence of faults. 

3. DISCUSSING THE RELATED ALGORITHMS 

3.1. Distributed Clustering (DC) Algorithm 

The Distributed Clustering (DC) algorithm is a clustering 

protocol designed to increase the lifetime of wireless sensor 

networks (WSNs) by lowering the energy consumption of 

sensor nodes. The DC algorithm is based on the idea of 

forming clusters of sensor nodes with one cluster head node, 

which oversees gathering and transmitting data from cluster 

members to the base station. The algorithm works in a 

distributed manner, where each sensor node decides whether 

to become a cluster head or join an existing cluster based on a 

probability threshold. The probability threshold is calculated 

based on the sensor nodes remaining energy and the distance 

from the nearest cluster head. The DC algorithm uses a multi-

hop communication strategy, where the base station receives 

the aggregated data from the cluster heads. Via other cluster 

heads. This contributes to lowering each sensor node's energy 

consumption and extending the network lifetime. The DC 

algorithm has been shown to outperform other clustering 

protocols regarding network lifetime and energy efficiency in 

various simulation studies. However, the algorithm's 

performance depends on multiple factors, such as the network 

size, node density, and communication range, and may need 

to be adjusted accordingly. 

3.2. Gaussian Elimination (GAUSS) Algorithm 

The GAUSS algorithm, also known as the Gaussian 

Elimination algorithm, is a numerical method used to solve 

systems of linear equations. It is a popular method used in 

linear algebra and is widely employed in various fields of 

science, engineering, and computer science. The GAUSS 

algorithm aims to transform a system of linear equations into 

a more straightforward form, ultimately leading to the 

determination of the values of the unknowns in the system. 

The algorithm involves a series of elementary row operations, 

such as adding multiples of one equation to another, 

multiplying an equation by a scalar, or swapping two 

equations to transform the system of equations into an 

equivalent system that is easier to solve. The basic steps of the 

GAUSS algorithm are as follows: Represent the system of 

linear equations as an augmented matrix, a rectangular array 

of numbers containing the coefficients of the unknowns, and 

the constants on the right-hand side of the equations. Apply 

row operations to the augmented matrix to transform it into a 

triangular form, where all the coefficients below the main 

diagonal are zero. This is typically done using elementary row 

operations to create zeros below the main diagonal, starting 

from the top row and working downwards. Once the 

augmented matrix is triangular, the values of the unknowns 

can be determined by back-substitution. Starting from the 

bottom row of the triangular matrix, the importance of the 

unknowns can be calculated iteratively by substituting the 

known values of the already solved unknowns and solving for 

the remaining unknowns. If necessary, the solution obtained 

from the GAUSS algorithm can be further verified by 

substituting the obtained values of the unknowns back into the 

original system of equations to check if they satisfy all the 

equations. The GAUSS algorithm is a powerful and widely 

used method for solving systems of linear equations, and it 

can also be extended to handle other tasks, such as matrix 

inversion and finding determinants. However, it is essential to 

note that the algorithm may have limitations, such as issues 
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with numerical stability and computational efficiency for 

large systems of equations. Alternatively, methods may be 

more suitable in certain situations. 

3.3. Gaussian Discriminant Analysis (GDA) Algorithm 

GDA stands for Gaussian Discriminant Analysis. It is a 

classification algorithm that assumes the distribution of each 

class is Gaussian (also known as the normal distribution) with 

a shared covariance matrix. The GDA algorithm first 

estimates each class's mean and covariance matrix in the 

training data. Once these parameters have been calculated, the 

algorithm can use Bayes' theorem to determine the subsequent 

likelihood of each category given an input sample. The 

highest posterior probability group is then assigned to the 

input sample. To predict a new input sample, the GDA 

algorithm first computes the likelihood of the input sample for 

each class, assuming that the distribution of the input sample 

within each class follows a Gaussian distribution. The 

algorithm then uses Bayes' theorem to compute the posterior 

probability of each class, given the observed input sample. 

Finally, the algorithm assigns the input sample to the class 

with the highest posterior probability. GDA is a generative 

model which explicitly models each class's distribution and 

can be used to generate new instances of data for each 

category. GDA is also closely related to other classification 

algorithms. 

3.4. Fault-Tolerance Mechanism 

The method's primary goal is to provide runtime sensor 

recovery from clusters where the Gateway has encountered 

some issues. Detection and recovery are the two parts of the 

system. Determining whether the failed cluster's sensors must 

be recovered or a system fault has happened is crucial. We 

use a gateway consensus approach to reach a consensus on a 

specific system flaw. An agreement is necessary to keep the 

Network's synchronization regarding the state and a gateway's 

cardinality. The quantity of sensors that make up a gateway's 

cluster is known as its cardinality. Later sections show 

circumstances where gateways may dispute a gateway's 

validity and describe workarounds. A faculty-type approach 

to fault tolerance is the second stage. Identification and sensor 

recovery. Detection of gateway failure. In the system, 

detection comes first in the fault-tolerance process. In a sensor 

network, each Gateway has a distinct identity. Position 

informs let each Gateway know where the other cluster node 

of the system is located. The corresponding Gateway for each 

sensor determines their TDMA schedules. Usually, gateways 

assign sensor slots to relay data based on the amount of 

energy available, the tasks at hand, and the priority. An easy 

slot allocation for a gateway is shown in Figure 3. In a "Route 

Update" slot, sensors are notified of the schedule and routing 

details. The white places are set aside by sensors that must 

transmit data during that cycle, whereas the dark spaces stand 

in for the route update slots. Sensors supply the gateways with 

their energy condition and the sensed data. Gateway status is 

exchanged. The duration of this slot depends on the system's 

stability. The status exchange is scheduled using a linear 

decrease multiplicative increase (LDMI) technique. While 

linearly reducing the period when a defect is identified, LDMI 

lengthens the exchange period when there are no problems. 

This technique helps the system recover quickly from errors 

when it is fragile and reduces the status exchange cost when 

the system is steady. Status updates are both an announcement 

of the Gateway's presence and a heartbeat message. When no 

updates are received by gateway "A" from other gateways "B" 

after the detection phase, gateway" B" is viewed as defective 

by gateway "A." All Gateway must establish a consensus 

before recovery can start since updates may be missed if a 

link between two nodes fails. The most important thing to 

remember is that a gateway should not be written off until at 

least one other Gateway in the Network can connect with it. 

Updates must be forwarded over several hops in case of a link 

failure. 

 

Figure 3 Fully Connected Gateway Model (Case-1) 

These updates can be delivered using efficient routing, which 

requires upkeep and updating tables belonging to routing. 

Every "new" update a gateway gets is forwarded (broadcast) 

to every other Gateway within range. When there are no 

issues with the Network, this approach will add additional 

messages. By ensuring that each Gateway has access to the 

same system status information. Since every Gateway can 

access comparable data, a consensus is instantly achieved. 

None of the other gateways will receive the updates and be 

able to begin the recovery if a gateway has failed—fully 

connected gateway model (Case-1), as shown in Figure 3. To 

clarify the forwarding strategy, we provide two scenarios. 

However, the forwarding method forces the gateways to 

broadcast redundant status data from other gateways. They 

employ an "experience" based strategy to prevent this 

message redundancy in the absence of systemic issues. Each 

Gateway creates an experience of the change it receives 

before transferring them to other gateways. In case 1, there 

are no faults and a fully connected network. First, they shared 

their observations regarding the connectivity with other 

gateways. They first discussed their findings about the 
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connectivity with more gateways. A table of experience is 

created after learning from the experience of earlier gateways 

to demonstrate the interconnection of various system nodes. 

The experience table for the circumstance is displayed as 

shown in Table 1. 

Table 1 Case-1 for Experience Table 

 G1 G2 G3 G4 

G1 No Yes Yes Yes 

G2 Yes No Yes Yes 

G3 Yes Yes No Yes 

G4 Yes Yes Yes No 

Where: Indicates a Personal Update. One denotes the update 

received, while 0 means it was missed. Following the loss of 

the connection between gates G1 and G3, the total failure of 

Gateway G4, Many links, and a single full failure Mode 

(Case-2) as shown in Figure 4. There are multiple links and a 

single complete failure mode. 

 

Figure 4 Many Links and a Single Total Failure Mode  

(Case 2) 

Table 2 Condition 1 

Gateways G1 G2 G3 G4 

G1 High Pass 0 0 

G2 Pass High Pass 0 

G3 0 Pass High 0 

G4 0 0 0 0 

Gateway G4 will not transmit any updates to gateways during 

condition 1. Displays the experience table created at gateway 

G2, as shown in Table 2. Gateway G2 discover after studying 

the experience table that neither Gateway G4 nor any of the 

other Gateway has sent any status updates to any of the other 

Gateway. This unequivocally demonstrates that G4's 

transmitter malfunction prevents it from sending data to other 

nodes. G4 is marked as having entirely abortive and 

extracting every sensor in its cluster is necessary. The 

experiences on G1 and G3 have zeros, which means their 

links have been unable. G2 recognizes that it must send the 

update to Gateway's G1, and G3 was a complete disaster. G4 

cannot be confirmed unless all gateways are informed of the 

experience. When the Gateway is, all the updates are given to 

G1 and G3. Other than those from G4, they conclude that G4 

has wholly failed. Recovery of the sensor, if a sensor "Sj" 

meets the requirements listed below, it is included in the field 

set "RSet" of the gateway "Gi." as shown in equation (1). 

𝑡ℎ𝑒 𝑁𝑗 ∈ 𝑅𝑆𝑒𝑡𝐺𝑖 ↔ [(𝑅𝐺𝑖 > 𝑑𝑁𝑗)∇(𝑅𝑁𝑗,𝑚𝑎𝑥 > 𝑑𝑁𝑗>𝐺𝑖)]   (1) 

where 𝑹𝑵𝒋, max is the sensor S.N.'s maximum range. Each 

Gateway creates an additional location for recovery purposes 

that contains nodes that are part of its TSet but do not belong 

to the Gateway's cluster. It is known as a backup set (BSet).  

Each node can be a part of numerous BSet but can only 

belong to one FSet at a time—the definition of BSet as shown 

in equation (2). 

𝑁𝑗𝐵𝑆𝑒𝑡𝐺𝑖 ↔ [(𝑁𝑗 ∈ 𝑅𝑆𝑒𝑡𝐺𝑖)∇(𝑁𝑗 ∋ 𝐹𝑆𝑒𝑡𝐺𝑖]           (2) 

Every Gateway searches its BSet for the sensor when a sensor 

needs to be recovered. Suppose the sensor is found in the 

Gateway's BSet. It is recovered. When a sensor is present in 

more than one BSet. They consider a sensor node architecture 

using two nodes, gateways, and a wireless sensor network. 

The gateways and sensor nodes can both be manually 

installed. They enter the sensing region at random and then 

become stationary deployments. Only one Gateway can 

accept a sensor node if the sensor's communication range 

includes the gateway node. Gateways can communicate over 

large distances—the ability to directly interface with when 

compared to sensor nodes in the base station (BS). Every 

communication is conducted using a wireless connection and 

a between two nodes, and a wireless link can only be created 

if they are inside each other's range of communication. Due to 

the symmetry of wireless sensor networks, a node can 

compute the based on the signal received, an approximation 

of the distance to another node's strength. 

4. PROPOSED DISTRIBUTED CLUSTERING 

DISTANCE ALGORITHM (DCDA) FOR NODE 

LOCALIZATION 

Reducing localization errors in WSNs requires the 

development of accurate and proposed distributed clustering 

distance algorithms (localization algorithms), careful 

calibration and characterization of sensors, consideration of 

environmental dynamics and network geometry, and 

accounting for node mobility and resource constraints—the 

proposed Distributed Clustering Distance Algorithm (DCDA) 

flow chart as shown in Figure 5 and about the Distributed 

Cluster Algorithm discussed in section 3.1 Algorithm. Fusion 

of data from multiple sensors, utilization of machine learning 

techniques, and incorporation of error mitigation techniques, 

such as error modeling, error correction, or outlier detection, 

can also help reduce localization errors in WSNs. The Energy 

is distributed equally for the sensors, as shown in equation 

(3). Rigorous testing, validation, and fine-tuning of 
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localization algorithms in real-world deployments are also 

essential to minimize localization errors and ensure the 

accurate positioning of sensor nodes in WSNs. With a 

network size of 100 by 100, the gradient error of the node 

localization calculations. I aid in the energy dissipation 

needed. The Bi-computation for equal nodes can begin the 

iteration, as shown in equation (4). To dispatch packets 

received to the base station and acknowledge data. Then, 

assuming that 10% of all sensor nodes are cluster heads or 

anchor nodes. To determine how much energy the transmit 

amplifier requires, as shown in equation (5). The anchor node 

identities (Hi, Gi) and Hop I,j are expected to be the number 

for the hop count Sent reaching the center base stations, and 

how to calculate the energy as shown in equation (6). As 

shown in equation (7) Calculate the average Hop size for 

sensor node distance. To Determine the average size of the 

Hop, where 'h' is a constant parameter,’s’ and’t’ are variables 

as shown in equation (8). Anchor nodes for the entire sum are 

found to be the sensor localization method using weighted 

centroid, as shown in equation (9). Aims to implement the 

suggested solution utilizing the following algorithm steps. 

4.1. DCDA Algorithm Steps for Node Localization 

Step 1: Installation of the sensors 

Step 2: Creating the network model. 

Step 3: Distributing equals energy for the sensors. 

𝑢𝑠𝑖𝑛𝑔𝐸𝑇𝑜𝑡𝑎𝑙 = ∑ 𝐷0
𝑛
𝑖−1 (1 + 𝑥𝑖) =𝐷0((𝑛 + ∑ 𝑥𝑖

𝑛
𝑖−1 )) (3) 

Step 4: Bi-computation for equal nodes can now begin the 

iteration. 

Bi=
𝐾𝑜𝑝𝑡𝑁(1+𝑥)𝐷𝑖(𝑟)

[𝑁+∑ 𝑥𝑖
𝑁
𝑖=1 ]∄(𝑟)

 (4) 

Step 5: The formula for determining how much Energy the 

transmit amplifier requires 

𝐷𝑇𝑋(𝑙, 𝑑) = {
𝑙𝐷𝑒𝑙𝑒𝑐 + 𝑙𝜀𝑓𝑠

𝑑2, 𝑑 < 𝑑0

𝑙𝐷𝑒𝑙𝑒𝑐 + 𝑙𝜀𝑚𝑝
𝑑4, 𝑑 ≥ 𝑑0

}     (5) 

Step 6: Moreover, the receiver's energy requirements are 

calculated using the following equation 

𝐷𝑅𝑋(𝑙)𝑢𝑠𝑖𝑛𝑔𝐷𝑅𝑋(𝑙) = 𝐷𝑒𝑙𝑒𝑐    (6) 

Step 7: The size to calculate the average Hop size for the 

distance between the sensor nodes, 

𝐻𝑆𝐴𝑖 =
∑ √(𝐸𝐽−𝐸𝐼)

2
+(𝐸𝑗−𝐸𝑖)2𝑚

𝑗=1    𝑗≠𝑖

∑ 𝐻𝑆𝐴𝑖𝑗𝑚
𝑗=1        𝑗≠𝑖

         (7) 

Step 8: Determined the average size of the Hop, where 'h' is a 

constant parameter’s’ and’t’’ are variables. 

𝑑𝑠𝑡 = 𝐻𝑆𝐴ℎ ∗ 𝐻𝑆𝐴𝑠𝑡 (8) 

Step 9: The anchor nodes for the entire sum are found to be 

the sensor localization method using weighted centroid as 'm’.  

(𝐻𝑓 , 𝐻𝐺𝑓). 'M' assumed the total number of anchor 

nodes.𝐻𝑓 =
1

𝑚𝐻𝑜𝑝𝑢𝑖
  (7) is assumed to be the weight factor for 

the unknown sensor, and I am calculated from, 

𝐻𝑓 =
∑ 𝑇𝑤𝑖ℎ𝑖

𝑚
𝑖=1

∑ 𝑇𝑤𝑖
𝑚
𝑖=1

     ,    𝐺𝑓 =
∑ 𝑇𝑤𝑖𝑔𝑖

𝑚
𝑖=1

∑ 𝑇𝑤𝑖
𝑚
𝑖=1

  (9) 

 

Figure 5 Flow Chart for the Proposed Method 
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Standard matrix like A.X=B. The code snippet determines the 

Network's number of rounds and the ideal number of clusters. 

A 0.5j homogeneous energy value is used. At each sensor 

clustering point over the whole network connection. The 

suggested method efficiently uses the sensor node's energy 

resources by employing the DC-GGDA for node position. 

Describing an evaluation process involving the DEEC-Gauss 

algorithm as explained in session 3.1 and an advanced 

localization technique. From what you've mentioned, the 

evaluation metric used to compare these algorithms is the 

Probability of Error (PoE) is determined by dividing the 

localization error by the total number of nodes, with the 

region of interest set to "mm" meters when "m" equals 100". 

At the location's field centers where the base station is 

located. The system's specifications were a 1.90 GHZ Intel 

core i7-8650U processor and 2.11 GHz, with 8 G.B. of 

installed RAM (785 GB usable). Window 10 runs on a P.C. 

with a 64-bits operating system and an x64-based processor. 

5. PROPOSED DISTRIBUTED CLUSTERING DISTANCE 

ALGORITHM (DCDA) FOR FAULT-TOLERANT 

The Proposed Distributed Clustering Distance Algorithm 

(DCDA) for Fault-Tolerant (DCDA-Fault-Tolerant) is as 

follows, every sensor node and Gateway begins with a 

bootstrapping process, during which the BS gives each of 

them a unique I.D. Then, at a specific power level, BS 

transmits a HELP message. By using the received signal 

intensity and this method, each Gateway may determine the 

approximate distance to the BS [18] [19].it aids in the proper 

power level selection for the gates while interacting with the 

base station (BS). A TDMA schedule is additionally made 

available to gateways for M.A.C. layer communication. 

Gateway transmits a HELP message throughout a sensor 

node's communication range during setup. The gateway I.D., 

remaining energy, and base station distance are all included in 

the HELP message. A sensor node Ni joins Coset if at least 

one HELP message has been sent to it, subsequently 

predetermined timeout; then it will join UnCOset. The 

'HELP’ message is broadcast via the Ni and Ni UnCOset 

sensor nodes as a backup. As a result, sensor node Sj joins the 

reserve set.it is a neighbor of Ni and a Coset (Ni) member. 

The maximum amount of energy from the backup set (Ni) is 

used by Ni, as shown in equation (10).  

𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑁𝑗) = 𝑀𝑎𝑥{(𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑁𝑘)|∀𝑁𝑘 ∈ 𝐵𝑆𝑒𝑡(𝑁𝑖))}  (10) 

The results depend on the cost function, as shown below. The 

sensor nodes j,j set, N N CO join a CH, Gi cluster head cost 

for Nj shall be denoted by CH cost (Gi, Nj). Considering the 

following parameters when defining the cost function. 

1. The cluster head with the highest remaining, one that 

sensor nodes should join, as shown in equation (11). 

𝐶𝐻𝐶𝑜𝑠𝑡(𝐺𝑖,𝑁𝑗) ∝ 𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝐺𝑖)                  (11) 

2. Since non-CH sensor nodes expend the most energy 

connecting with their CH, the sensor node should join the 

closest CH The likelihood of joining increases as distance 

decreases, as shown in equation (12).  

𝐶𝐻_𝐶𝑜𝑠𝑡(𝐺𝑖 , 𝑁𝑗) ∝
1

𝐷𝑖𝑠𝑡(𝑁𝑗,𝐺𝑖)
               (12) 

3. Unlike sensor nodes, gateways can connect across long 

distances and can communicate with base station directly.As a 

result, CHs' cluster membership should be lower than that of 

the CHs that are closer to the BS, as shown in equation (13). 

Otherwise put, 

𝐶𝐻𝐶𝑜𝑠𝑡𝐺𝑖 , 𝑁𝑗 ∝
1

𝐷𝑖𝑠𝑡(𝐺𝑖,𝐵𝑆)
            (13) 

Equations 10, 11, and 12 are combined how to provide as 

shown in equation (14). 

𝐶𝐻_𝐶𝑜𝑠𝑡(𝐺𝑖 , 𝑁𝑗) ∝
𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝐺𝑖)

𝐷𝑖𝑠𝑡(𝑁𝑗,𝐺𝑖)∗𝐷𝑖𝑠𝑡(𝐺𝑖,𝐵𝑆)
   (14) 

The simplified equation is shown in equation (15). 

𝑖𝑒. , 𝐶𝐻𝐶𝑜𝑠𝑡(𝐺𝑖 , 𝑁𝑗) = 𝐾 ∗
𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝐺𝑖)

𝐷𝑖𝑠𝑡(𝑁𝑗,𝐺𝑖)∗𝐷𝑖𝑠𝑡(𝐺𝑖,𝐵𝑆)
   (15) 

K1 is a proportionality constant. Similarly, use the sensor 

nodes' weight value for comparison. Because of this, can 

assume K1=1 and continue to pursue the goals without losing 

generality. 

Therefore how it will become, as shown in equation (16), 

𝐶𝐻𝐶𝑜𝑠𝑡(𝐺𝑖 , 𝑁𝑗) =
𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝐺𝑖)

𝐷𝑖𝑠𝑡(𝑁𝑗,𝐺𝑖)∗𝐷𝑖𝑠𝑡(𝐺𝑖,𝐵𝑆)
            (16) 

The other form of representation as shown in equation (17). 

𝐶𝐻_𝐶𝑜𝑠𝑡(𝐺𝑖 , 𝑁𝑗)

= 𝑀𝑎𝑥 {𝐶𝐻𝐶𝑜𝑠𝑡(𝐺𝑘,𝑁𝑗)|∀𝐺𝑘 ∈ 𝐶𝑅𝐶𝐻(𝑁𝑗}    (17) 

The sensor nodes (Ni, NjCOset) use equation (4.5) to determine 

which CH they want to join before delivery. Additionally, it 

guarantees the radio all but their respective sensor node's 

components will be turned off. Transmit moment, as a result, 

uses less energy. Each sensor node simultaneously executes 

this method. Fault Tolerance with increasing strain and 

limited energy during the steady state period, the CHs may 

malfunction at any round. The issue can be identified when 

the member sensor nodes are ineffective. 

5.1. DCDA Algorithm Steps Fault-Tolerance 

Step 1: Si sent a HELP signal out within the range 

CRCH(Ni)= {}; 

BSet (Ni)= {}; 

Step 2: If (after obtaining a response from Ni) 
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(reply is from gateways G.W.) 

Ni becomes the elements of Coset 

CRCH(Ni)=CRCH(Ni) ∪ Gw 

else if (from sensor node N.J., this response)                     

BSet (Ni)=BSet (Ni) ∪ Nj 

endif 

endif 

end while 

Step 3: if (Ni ∈ UnCOset&&|BSet (Ni)|≠0), then Si uses Nj 

from BSet (Ni) as transmit with   

The highest residual energy to send the data to the CH 

else 

Ni calculates the cost of all CHs from CRCH(Ni). 

Endif 

Stop. 

The adjacent identical sensor nodes in a cluster can determine 

if a CH is malfunctioning by receiving any data 

acknowledgment reception or synchronization message sent 

by the cluster head in the form of an ideal. The sensor nodes 

Nj and Nj neighbor (Ni) reply to the statement 'HELP.' Again, 

it will change from UnCOset to Coset elements later, 

receiving responses from the Cluster head. All the Ni, Ni 

UnCOset, and Ni Reset Backup Set (BSet) S nodes as the 

relay with the most significant remaining energy required to 

send the info to the cluster head. 

6. RESULT AND DISCUSSION 

Mainly the Proposed Distributed Clustering Distance 

Algorithm (DCDA) for Node Localization and fault 

tolerances. The proposed method DCDA has been developed 

in the python 3.6 (64-bit) platform simulation environment 

and the system for optimal performance, and it is 

recommended to have at least 4 G.B. However, using 2 G.B. 

of RAM as a minimum requirement is still feasible—the 

simulation parameters as shown in table-3. To compare the 

performance of innovative clustering methods like LCWA, 

Distance Vector HoP, CRA, and WDHA, you would need to 

thoroughly evaluate specific datasets and performance metrics 

relevant to clustering algorithms. These evaluations often 

involve comparing accuracy, clustering quality, scalability, 

and computational efficiency. Researchers and practitioners in 

data clustering can perform such assessments to determine the 

most suitable method for their particular application or 

domain. The scalability, error performance, and mobility 

model are assessed using the localization with centroid 

weighted algorithm (LCWA) setup process. Since the LCWA 

approach does not ask for help and relies on readily available 

RSSI data, they are well suited for localization. 

Table 3 Simulation Parameters 

Parameter Value 

Total number of nodes 2000 

Field Coverage 2000*2000 square meters 

The energy level in the 

initial 

0.5J 

Size of the message 5000 Bits 

Number of Gateways 50 

Initial Energy 10 joules 

Number of clusters  5 

Maximum iterations 300 

Crossover% rate 0.8 

Communication range R40m 

Number of anchor nodes 100 

Number of generations 150 

6.1. Node Localization Error 

In contrast, some range-based localization with a centroid 

weighted algorithm (LCWA) always finds a solution and does 

not call for a prior prediction exponent of the route loss. To 

evaluate the accuracy and location of localized coordinates, 

DV-HoP procedures are utilized. During routing, the 

Coefficient for reparation algorithm (CRA) reduces error and 

corrects the average hop distance between nodes and anchor 

nodes. DCDA was the most efficient method for node 

localization. In wireless sensor networks, the average estimate 

of the position of the sensor node. Serves as essential 

parameters for evaluating the performance and accuracy of 

the optimization node's localization algorithm.  

 

Figure 6 Localization Error vs. Node Count 
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The aim of this simulation work was likely to evaluate and 

compare the performance of the localization algorithm 

(DEEC-Gauss) as explained in algorithm session 3.2 when 

using different numbers of sensor nodes, ranging from a small 

to a large-scale deployment. To perform the simulation. The 

novel DCDA was subjected to gradient distance, and the 

nodes were randomly assigned. More than 300 times were 

spent going through this process. To get the best result. The 

typical localization error with sensor nodes is shown in Figure 

6 for sensor nodes between 200 and 450. 

The outcomes are due to the localized sensor node 

optimization for figuring out the most ideal position of 

sensors. Demonstrate that the DCDA outperforms the other 

methods. The localization error results and the overall sensor 

node count, Table 4, and the results reveal that it 

outperformed the other four. The performance of the 

algorithms improves with decreasing localization errors. The 

correlation analysis is crucial for understanding how the 

localization algorithm performs in different network scales. 

Table 4 Localization Error vs. Node Count 

Node 

Count 
DV-

HoP 
WDHA CRA LCWA 

Proposed 

(DCDA) 

200 46 42 41 37 11 

250 42 41 40 33 11.8 

300 37 39 36 29 9.2 

350 39 37 35 31 10 

400 37 35 34 30 15.5 

450 36 34 33 29 10 

It provides insights into whether the algorithm can handle 

larger networks or if its accuracy degrades as the number of 

nodes increases demonstrate that the proposed DCDA fared 

better than all current cutting-edge algorithms.  

 

Figure 7 Localization Error vs. Anchor Nodes 

The 20-anchor node's actual localized positions are depicted, 

shown in Figure 7, whose sensor nodes range from 200 to 

450. The DCDA was put up against four traditional 

algorithms in Hence the DCDA significantly improved node 

localization accuracy by lower the localization error. 

The localization error results and the anchor node count are 

shown in Table 5. It demonstrates that the suggested approach 

performed better beats all other methods for all nodes between 

200 – 450, whereas LCWA, the Coefficient for reparation 

algorithm (CRA), and DV-Hop have less. 

Table 5 Representing Anchor Nodes vs. Localization Error 

Anchor 

Node 

Count 

LCWA CRA WDHA 
DV-

Hop 

Proposed 

DCDA 

10 56 54 52 48.3 32 

20 50 48 47 43.6 30 

30 46 46 43 39 29 

40 45 43 42 37.4 30 

50 43 40 41 35 29 

60 41 37 38 33 28 

70 40 35 34 31 26 

80 39 34 33 29 25 

Thoroughly tested the given technique using the programming 

language sensor nodes, and 50 gates were used in the 

experiment, conducted with various nodes distributed over a 

2000*2000 square meter region. 

6.2. Energy Consumption 

 

Figure 8 Energy Consumed Scenario 1 (100 Rounds) 

The numerical representation of the simulation result for the 

Energy consumption round is based on Table 6. The initial 

energy for each sensor node is joules, during the initial power 

of 10 Joules for all the Gateways. It is considered dead once 

the node's energy level drops to zero joules. The simulations 

use the same standard parameters and energy model settings. 
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Compare the algorithms based on the amount of Energy the 

Network consumes. The Simulation results for the energy 

consumed scenario based on rounds are shown in the figure 8. 

Then, we added the LBCA and G. Gupta FT, DCDA, for the 

comparison. More sensor nodes are recovered than the 

competition. 

The numerical representation of the simulation result for the 

Total count of alive Nodes round-based is presented in Table 

7.Compare the algorithms based on the amount of Energy the 

Network consumes. 

Table 6 Energy Consumption Round Based 

Rounds  
Energy Consumption 

LBCA G. Gupta-FT Proposed (DCDA) 

500 1.2 1.6 1.8 

1000 1.1 1.4 1.6 

2000 0.8 0.9 1.1 

3000 0.6 0.7 0.8 

4000 0.2 0.4 0.6 

5000 0.1 0.2 0.3 

Table 7 Total Count of Alive Nodes 

Rounds  
Count of alive Sensor Nodes 

LBCA G. Gupta-FT Proposed (DCDA) 

0th 2000 2000 2000 

500 320 330 350 

1000 280 290 300 

2000 200 215 225 

3000 145 160 180 

4000 120 140 150 

6.3. Fault-Tolerant 

 

Figure 9 Energy Consumed Scenario 2 (1000 Nodes) 

The primary objective of fault tolerance is to ensure 

uninterrupted operation and uninterrupted delivery of services 

by a system or process, even in the face of failures or errors. 

This is of paramount importance in critical systems like 

computer networks, servers, telecommunications, aerospace 

systems, financial systems, and safety-critical applications, as 

it aims to enhance reliability and availability, preventing 

system crashes or disruptions caused by faults The proposed 

model, Distributed clustering Distance Algorithm (DCDA), 

DCDA utilizes a distributed clustering approach, leveraging 

distance-based techniques to enable precise node localization 

and facilitate effective data gathering and routing in WSNs as 

explained in session 3.4. They completed a comparison 

analysis using contemporary clustering algorithms, which 

generated performance ratings based on the volume of packets 

that would reach the Base station and the reduction in error 

probability and node localization error. Figure 9 shows the 

simulation results for the energy consumed scenario based on 

the number of alive node rounds in active voice. 

In contrast to contemporary algorithms and conventional 

methods of localization with centroid weighted algorithm 

(LCWA), DV-Hop Coefficient for reparation (CRA), and 

Weighted Distributed Hyperbolic algorithm (WDHA) 

methods, the new DCDA performance on application 

demonstrated a reduction in node localization error for 

minimum 20 to maximum 80 sensor nodes are less than 11% 

concerning localization error for the node will be decreased 

for minimum 200 to maximum 450 sensor nodes is 10% to 

11%. The DCDA algorithm's performance on more extensive 

sensor networks will be the focus of subsequent research. 

Sensor nodes during the stage of cluster development. DCDA 

uses far more power than the others. Table 8 provides the 

numerical representation of the simulation results for the 

Total count of alive sensor Nodes. 

Table 8 Total Count of Alive Nodes 

Rounds  
Count of alive Sensor Nodes 

LBCA G. Gupta-FT Proposed (DCDA) 

0th 2000 2000 2000 

500 320 330 350 

1000 280 290 300 

2000 200 215 225 

3000 145 160 180 

4000 120 140 150 

6.4. Gateway 

In the context of computer networking, a gateway is a 

network node or device that serves as an entry or exit point 

for data traffic between different networks. It acts as an 
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intermediary that connects disparate networks, allowing them 

to communicate and exchange data. Gateways are essential 

for enabling communication between networks that use 

different protocols, addressing schemes, or communication 

technologies. They translate data and protocols from one 

network to another, ensuring that data can be transmitted and 

received correctly. The reason for DCDA's superiority lies in 

its significantly greater capacity to support a more significant 

number of living sensor nodes, setting it apart from its 

counterparts. Additionally, the Simulation results for the 

energy consumed scenario are based on the number of alive 

gateway rounds, as shown in Figure 10. Table 9 provides the 

numerical representation of the simulation results for the 

Total count of alive Gateways round. 

 

Figure 10 Count of Alive Gateways Based on Rounds 

Table 9 Total Count of Alive Gateways 

Rounds  
Number of alive Gateways 

LBCA G. Gupta-FT Proposed (DCDA) 

500 35 35 35 

1000 30 32 33 

2000 20 22 26 

3000 14 15 20 

4000 04 08 15 

7. CONCLUSION 

The technique uses the cluster head's cost function to 

construct an appropriate one while caring for the exposed 

sensor nodes in a cluster during the cluster formation phase. 

DCDA has proposed a distributed method of recovering the 

flawed cluster members. The proposed technique, which 

outperforms LBCA, G. Gupta-FT, and the fault-tolerant 

clustering algorithm, is characterized by the wireless sensor 

network's 96% active nodes, energy consumption, inactive 

sensor nodes, and active gateways. 
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