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Abstract – The Internet of Things (IoT) and its connected objects 

have resource limitations, which lead to weak security concerns 

over the IoT infrastructures. Therefore, the IoT networks should 

always be attached with security solutions. One of the promising 

security solutions is intrusion detection system (IDS). Machine 

Learning (ML) algorithms become one of the most significant 

techniques for building an intelligent IDS based model for attack 

classification and/or identification. To keep the validation of the 

ML based IDS, it is essential to train the utilized ML algorithms 

with a dataset that cover most recent behaviors of IoT based 

attacks. This work employed an up-to-date dataset known as 

IoT23, which contains most recent network flows of the IoT 

objects as benign and other flows as attacks. This work utilized 

different data preprocessing theories such data cleansing, data 

coding, and SMOT theory for imbalanced data, and 

investigating their impact on the accuracy rate. The study's 

findings show that the intelligent IDS can effectively detect 

attacks using binary classification and identify attacks using 

multiclass classification. 

Index Terms – IoT Networks, Intrusion Detection, IDS, IoT 

Attack, Machine Learning, Attack Detection. 

1. INTRODUCTION 

Internet of Things (IoT) is a recent development that has 

dominated network technology. With this technology, 

connected devices and objects can independently 

communicate with one another, with or without human 

consent. [1]. Although the IoT has improved the scalability 

indicator of networks, new challenges have been observed and 

measured, particularly in those that relate to the security of 

networks or connected devices, some of which are related to 

energy consumption [2] and others to the system environment 

of the IoT applications [3]. There are various reasons to make 

IoT-connected devices more susceptible to attacks and 

intrusions. Most devices are constrained by resources like 

memory and energy. The security tools were unable to 

function effectively due to these restrictions. Inability to 

create a security standard for connected objects since they are 

produced by several manufacturers and companies is another 

cause of vulnerability. These factors all lead to a growth in 

IoT network attacks and threats, as well as an expansion of 

attack surfaces and vulnerabilities. [4]. Due to the above, most 

of the researchers are focusing on and addressing these 

unsolved issues, and they are investigating machine learning 

(ML) tools and approaches for developing 

intelligent classifier models to classify normal from 

malicious behaviors of packets that flow through the IoT 

networks. [5, 6]. 

Machine learning algorithms are very sufficient at identifying 

and classifying behaviors. They numerically depend on some 

predefined characteristics or behaviors, then transfer those 

characteristics to a class among the available classes. [7].  To 

develop any classifier models, ML techniques should follow 

two phases, which are training and testing. Although both 

phases are important for getting a perfect classifier model, the 

training phase needs more work and has to be more focused. 

This is because the training phase teaches the ML model 

through a use of a training dataset, and when collected, such 

datasets need much preprocessing work that, if not done, it 

affects negatively on the accuracy rate of the ML classifiers 

[8].  Therefore, one of the questions that this work wants to 

answer is about the possibility of improving the accuracy rate 

of classifier models through preprocessing steps. This 

question has been investigating  in the security field of IoT 

networks, especially, while a new training dataset such as  

(IoT-23) will be employed [9]. 

Based on best knowledge of this work, the concept of the 

attack classification over IoT has been mentioned for the first 

time in the book [10]. Since then, many works have been 
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conducted and many investigations have been published [11-

13].  Although the methodology that followed by these works 

and many other works depends on employing one of the ML 

techniques for building the classifier model then testing and 

comparing their accuracy rates, many influenced parameters 

on the accuracy rate have not been investigated yet. 

Therefore, research projects in this field could be considered 

as not saturated.  Besides that, most of the conducted research 

projects depended on some training datasets that were already 

collected though monitoring non-IoT networks [14] [15]. 

Therefore, among the aims that this work want to focus is 

evolving a most recent collected dataset for attackers over IoT 

networks and investigating many preprocessing techniques 

with comparing many ML algorithms to find out the best and 

more efficient classifier models that could be used as attack 

and malicious detection over IoT networks.  

1.1. Work Contributions  

As mentioned in the section 1, the main objective of this work 

is building an ML based classifier model that can detect and 

identify attacks through analyzing the IoT based networks 

packets. The main contributions of the work could be 

summarized as below: 

 The work focuses on the most recent dataset that purely 

related to the IoT based attacks’ behaviors excluding 

behaviors of the traditional networks.  

 The work focuses on analyzing as much attack as possible 

through training the proposed ML model. The focused 

type of attacks are up-to-date attacks and mostly related to 

IoT based networks.  

 Few of works were conducted research projects on 

analyzing the IoT based behaviors using ML based 

classifier models as binary and multiclass calcification.   

1.2. Problem Statements   

The main problems that addressed by this work could be 

summarized as below: 

  The work focuses on specific dataset on IoT packet 

activities. Most previous works used general datasets that 

include packets for IoT networks and normal networks. 

 The work focuses on attack classification and 

identification. Most works utilized ML algorithms for 

attack classification.  

 The work investigated detecting zero-day attacks, which 

has not been mentioned in most previous works. 

The rest of the paper has been organized as section 2 which 

covers the most relevant works in the field of ML as IoT 

based attack classification. Section 3 is work methodology, 

which presents most steps that this work use them from 

building ML models. The experimental part in section 4 

covers the training and testing the proposed ML models and 

evaluated the obtained results. Finally, the conclusion of the 

entire work has been presented in section 5. 

2. RELATED WORKS 

During the review process, it has been found that classifying 

attackers over IoT-Networks depends on a variety of 

orientations, such as machine learning techniques, dataset 

types and versions, some preprocessing techniques, and 

performance indicators. The orientation that covers the type of 

machine learning presents the most important ML techniques 

that have been proposed by authors of the previous works as 

detection and classification models. The review presents, as 

well, the advantages and disadvantages of each technique in 

the viewpoint of authors. Another focus of this study could be 

on the types of datasets used for training and testing ML 

models. More orientations are available, such as Feature 

selection, Data normalization, and/or Data encoding. Finally, 

several studies could be classed according to the performance 

index measures. In the subsequence section, many articles 

have been reviewed based on these study orientations. 

Expanding the scalability of networks makes connection of 

new devices to the Internet or to IoT based networks becomes 

easier than before. Such expansion makes networks very 

important for daily life and increases the capability of 

connecting more devices. However, this expansion increases 

the number of the cyber-attacks over the networks as well, 

especially over the IoT-based networks as such networks have 

limited resources and capabilities. The most important 

problem is detecting zero-day attacks, which means detecting 

new patterns or policies of attacks. To overcome this problem, 

most researchers investigated machine learning algorithms to 

build intelligent detection models that can classify new 

patterns of attacks after learning some similar patterns. 

However, there is a disparity over the ability of the ML 

algorithms as each previous work has proposed a specific 

algorithm and has justified its ability. Therefore, reviewing 

those works is necessary.   

In general, there are two types of ML algorithms. The first 

type of ML algorithms is known as classical or conventional 

algorithms, however there are some other techniques known 

as deep learning algorithms [16, 17]. Both are utilized in 

different works as attacks’ classification or identification.  

2.1. Artificial Neural Network (ANN) 

The first ML algorithm, which could be considered as a most 

famous, is known as Artificial neural network (ANN).  The 

ANN algorithm has been utilized by [18] to build an IDS. The 

author of this work argued that building an ANN model to 

detect different type of attacks are not sufficient. Instead, the 

work proposed a sequential ANNs in which for each type of 

attack an ANN will be responsible for detecting. Although the 

paper showed good and high accuracy rate, such model needs 
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to be updated when a new type of attacks or zero-day attacks 

will be detected. ANN is considered as a supervised learning 

algorithm that could be utilized as classifier model. This fact 

has been used in [19] to build an attack detection over IoT 

networks. The work showed that results of a 10-fold cross 

validation reaches to 84%, which somehow is not good 

enough. Moreover, the version of the datasets that have been 

utilized for training the ANN are going back to 1999 and 

2015 which somehow are not up to date enough. Another 

work that focused on ANN to classify attacks over IoT 

networks has been proposed by [20]. The work argued that 

IoT networks needs more security as different types of attacks 

can easily penetrated them. The work built an ANN model to 

detect many attack types and the work obtained a very good 

accuracy (97%). However, the work also utilized an old 

version of dataset (KDD CUP 99). This means behaviors of 

traditional networks have been analyzed and the ANN model 

cannot be tested with recent behaviors of IoT based attacks. 

There are many recent works that focused on the ANN based 

attack classification  [21-23] to classify attacks over IoT based 

networks. However, a prat of them focused only on one type 

of attack, other works focused on many types of attack, but 

they utilized some old version datasets. 

2.2. K-Nearest Neighbor (KNN)  

Another type of the supervised learning algorithm is called 

KNN. This type is somehow considered as a lazy learner 

supervised algorithm as the training phase of this algorithm 

takes place while the prediction phase is stared [22]. Many 

recent works utilized KNN as classifier model for detecting 

attacks over IoT networks, however, based on the best 

knowledge we have the work [24] was the first to use the 

KNN for attacks that penetrating IoT networks. The work 

proposed the KNN to distinguish intruder sensors over the 

sensor networks through keeping the authorization of 

connected objects. One of the most recent works that utilized 

KNN for IoT network attacker is [25]. The work proposed the 

KNN algorithm and argued detecting DDoS attacks over IoT 

network with minimum consuming of energy. Although the 

work presented 99% as accuracy rate, the test of the work 

simulated in SDN environment and focused only on one type 

of attacks over IoT networks. Another recent work that 

utilized KNN for classifying IoT attacks has been trained with 

Bot-IoT dataset [26]. The work also presented some 

taxonomy on the IoT based attacks based on the expected 

layers that an IoT networks using them during packet 

communication among connected devices. Another recent 

work [27] focused on the IoT based attacks considering 

banking systems as an environment case. The work showed 

that KNN can detection malicious activities up to 98.7%. The 

work only focused on DDoS attack detection.  Another work 

that utilizing KNN [28] was depended on adaptive some ML 

algorithms in the SDN environment and focused on the real 

time sniffing packets. The work showed 99% of accuracy and 

concluded that using SDN controller could be more studied in 

future for detection models. However, they work showed their 

future work is making the proposed model to detect phishing 

attack. This means that single detection attack always needs to 

be updated when new attacks have been countered. Therefore, 

one of the objectives that addressed by this proposed work is 

to include most recent type of attacks that penetrating IoT 

networks.    

2.3. Support Vector Machine (SVM)  

SVM is another supervised ML algorithm that could be used 

for classification, regression, and outlier detection. In the field 

of IoT based attack classification, SVM has more frequently 

used as a common ML algorithm. A recent work that utilized 

the SVM to build an attack detection system over IoT network 

has depended on Bot-IoT dataset [26]. The work made a 

comparison between the results that have been obtained from 

the proposed SVM model with another type of detection 

model that designed using KNN classifier algorithm. More 

recent works have utilized SVM as detection method [27].  

The work investigated one type of the IoT based attacks, 

which is DDoS. The work argued that banking system is one 

of the important environments that should be kept more 

securable against IoT attacks, especially, DDoS attack which 

makes bank servers out of services. The work [27] utilized 

banking dataset for training the suggested algorithms. Results 

of the work showed that accuracy with 99.8% could be 

obtained with SVM. Most datasets that used for training the 

attack detection have complex dimensionality. Therefore, 

most works depend on a process called feature selection for 

reducing the dimensionality size of the training dataset. A 

most recent work [29] utilized principle component analysis 

(PCA) as a feature selection method to reduce the 

dimensionality of the training dataset to build a SVM based 

attack detection model. The work depended on the old version 

of the intrusion behavior dataset, which knows as NLS-KDD 

dataset and contains 41 attributes.  Another work compared 

the performance of the SVM with Decision tree on two types 

of attacks (DDoS and Injection). The work proposed an 

intrusion detection system for attacks over IoT networks in 

smart city applications. The focused also on a comparison 

between two types of feature selection (constant removal and 

recursive feature elimination). The performance of SVM that 

obtained in that work is 98%.  The summary of the reviewed 

works in the sub-sections 3.1, 3.2 and 3.3 could be illustrated 

in Table-1, which somehow summarizes the difference 

between most the reviewed works and this work. 

For the Table-1, it could be easily seen that this work 

investigates three common ML algorithms (ANN, KNN, and 

SVM) and utilized the most recent dataset that specified for 

IoT communication and networks. From another side, this 

work tests all utilized algorithms with binary and multiclass 

classification. 
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Table 1 The Work Review Summary 

Reference  ML 

Tools 

Datasets Binary or 

Multiclass 

Number 

of 

Attacks 

[18] ANN N-BaIoT Multi. 2 

Hanif, 

Ilyas, and 

Zeeshan 

2019 

ANN UNSW-

15  

Binary 1 

(Fatayer 

and Azara 

2019 

ANN KDD 

CUP 99 

Binary 1 

(Iman 2022 KNN SDN 

simulation 

Binary 

DDoS 

1 

(Islam et 

al. 2022 

SVM Bot-IoT Binary  

DDoS 

1 

majeed 

Alhammadi 

2022 

STV 

DT 

NLS-

KDD 

Multi. 

 

2 

This work ANN 

KNN 

SVM 

IoT-23 Binary 

and  

Multi 

8 

3. MATERILAS AND METHODS 

In this section and the subsequence sub-sections, the 

methodology and the materials that have been unitized by this 

work will be explained. Figure-1 shows the framework of this 

project. 

D
at
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Figure 1 The Framework of the IoT Attack Classification 

3.1. Dataset  

The IoT23 dataset has been utilized by this work for training 

and testing, and it has been imported form [30]. The dataset is 

collected from an IoT network traffic that represents 

communication behaviors of connecting of three scenarios for 

benign IoT device traffic and twenty malware scenarios run in 

IoT devices. The dataset has 21 features / attributes. The last 

feature is the label, and the dataset is considered as multi-

labels and each label may has different attack class. As an 

example, there are two different labels of attack (C&C and 

PartOfAHorizontalPortScan), however a class of attack may 

come with lable (C&C -PartOfAHorizontalPortScan), which 

means that this class is belong to a flow contains malicious 

activities from both type of attacks. Below are the description 

of each attack type and Table-2 shows the name of the 

available classes and the number of each class’s observations.  

 Attack: this type of attack could be encountered when an 

infected device attacks another host, and it tries to take an 

advantage of a vulnerability.  

 Benign: is a device which no suspicious or malicious 

activities detected from it flow over network  

 C&C is a command and controlled server that an infected 

device can connect to and control it. the infected device 

was connected to a CC server.  

 DDoS is a Distributed Denial of Service attack that an 

infected device lunch a malicious activity to penetrate 

another device.  

 FileDownload: is encountered when a file is being 

downloaded to an infected device.  

 HeartBeat: with this attack the track of the infected host by 

the C&C server will be sent through a packet.  

 Mirai: the connections have characteristics of a Mirai 

botnet.  

 Okiru: the connections have characteristics of a Okiru 

botnet.  

 PartOfAHorizontalPortScan:  a horizontal port scan has 

been lunched by infected device to gather information for 

performing further attacks.  

 Torii: the connections have characteristics of a Torii 

botnet. 

The imported dataset has a size of 8.8 GB. The dataset has 

been distributed over 23 folders; three of them were 

representing the benign datasets and the rest of 20 folders 

were representing the malicious activates over IoT networks. 

Inside each folder there is a conn.log file (this is the Zeek 

conn.log file obtained by running the Zeek network analyzer 

using the original pcap file) containing the flow activities. 
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Files in all folders focused on same number of features, which 

are 22 features, including the target label feature, as shown in 

the table 3. 

Table 2 Number of Flows for Each Attack Class in the 

Dataset 

N. Label Flows 

1 Benign 30,864,692 

2 Attack 9,398 

3 DDoS 19,538,713 

4 PartOfAHorizontalPortScan 213,852,924 

5 PartOfAHorizontalPortScan-Attack 5 

6 Okiru 60,990,708 

7 Okiru-Attack 3 

8 FileDownload 18 

9 C&C 21,995 

10 C&C-HeartBeat 33,673 

11 C&C-FileDownload 53 

12 C&C-HeartBeat-Attack 834 

13 C&C-HeartBeat-FileDownload 11 

14 C&C-PartOfAHorizontalPortScan 888 

15 C&C-Torii 30 

16 C&C-Mirai 2 

Total 325,313,947 

Table 3 Name and Description of Features 

# Feature Description 

1.  Time Time for flow starting 

2.  uid  Unique ID  

3.  id.orig-h  Source IP address  

4.  id.orig-p  Source port  

5.  id.resp-h  Destination IP address  

6.  id.resp-p  Destination port  

7.  protocols Transaction protocol: icmp, udp, 

tcp, 

8.  service dhcp, dns, http, irc, ssh, ssl 

9.  duration  Total duration of flow  

10.  orig_bytes  Number of payload bytes the 

originator sent  

11.  resp_bytes  Number of payload bytes the 

responder sent  

12.  conn_state  Connection state. Possible values 

are found in Table III  

13.  local_orig  T if the connection originated 

locally and F if it originated 

remotely  

14.  local_resp  T if the connection is responded 

locally and F if it is responded 

remotely  

15.  missed_bytes  Number of bytes missed in content 

gaps, which is representative of 

packet loss  

16.  history  State history of connections as a 

string of letters. The letter is 

uppercase if it comes from the 

responder and lowercase if it 

comes from the originator. 

Possible letters can be seen in 

Table IV  

17.  orig_pkts  Number of packets that the 

originator sent  

18.  orig_ip_bytes  Number of IP level bytes that the 

originator sent  

19.  resp_pkts  Number of packets that the 

responder sent.  

20.  resp_ip_bytes  Number of IP level bytes that the 

responder sent  

21.  tunnel parents the connection's ID, if it was 

tunneled 

22.  label    whether the capture was normal or 

malicious  

23.  Detailed_Label identify the malicious capture type 

The flow activities in each file has not specified for a single 

type of attack, in the contrast, each file contains different 

malicious activities of IoT malwares. 

3.2. Data Preprocessing  

As shown in the figure 1, four main pre-process activities 

have been utilized by this work and have been applied on the 

imported dataset. The preprocesses are: 

 Removing the null values and features with zero impact. 

 Coding and encoding 
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 Data balancing. 

 Normalization.   

There are two features in the imported dataset having null 

value inside. Those two features are local_orig and local_resp 

of connection types (No. 13 and 14 in the table 3). Both 

features have been removed as all cells of these two-feature 

containing null value. The process of the removing covers 

some other features as well. There are many features having 

zero impact on the classification process, which are (No. 1, 2). 

tunnel parents is another feature in the dataset that is empty 

for all records such as (No. 21) and history is another feature 

which we decided to delete because it is just the history of 

conn_state. This work removed all these features as shown in 

Table 5. IoT 23 dataset includes three numerical features that 

include missing value which are Duration, Origin Bytes and 

Respond Bytes (No. 9,10 and 11), although some categorical 

features also include missing value but we did not consider 

them as missing value we put them as a special character to be 

encoded in encoding phase, for example in Service variable 

we replaced all (-) values to (Nos) value as an indicator that 

this value shows that there is no service rather than 

considering it as a null or missing value. Class based mean 

method is used to handle the null values in this method The 

mean value of a variable is used to replace missing values, 

and missing values for benign and malicious observations 

within the same variable are computed separately [31]. 

Finally, the removing process also covered the duplicated 

observations. The output of this process reduced the 

dimensionality of the dataset. The number of features that 

remains in the dataset becomes 15 features.  

The dataset needs Feature Encoding as it has 6 categorical 

features after dataset cleaning that must be changed to 

numerical variables. The process of encoding includes three 

steps (Label Encoding, Encoding categorical features and IP 

Address Encoding). The labels of IoT 23 dataset are 

Categorical values and must be encoded to numerical values 

for machine learning algorithms.as this study implements 

three classifiers (KNN, SVM, and ANN), we require two 

forms of Label-Encoding for identification. Ordinal encoding 

is used for (KNN and SVM) classifiers (as indicated in Table 

4), whereas One Hot Encoding is used for (ANN) classifiers. 

Since in binary classification the same label encoding is used 

for all classifiers, with 0 being assigned to benign label values 

and 1 to malicious values. 

In Encoding Categorical Features 3 categorical features of IoT 

23 dataset (Protocol, Service and conn-state) encoded by 

using frequency encoding, in this method, each value in a 

categorical feature is modified with the total count or 

frequency of the value. 

The two variables (id. orig_h Address, id. resp_h Address) of 

IoT 23 dataset are IP Address format, they encoded to 

numerical format by using IP Splitting method, this method 

divides the octets of an IP address into four distinct numbers, 

which are then assigned to four distinct variables. We 

encoded both the source and destination IP addresses, 

resulting in the creation of eight new variables. The two IP 

address variables in 32-bit address format were then 

removed.as shown in Figure 2. 

Table 4 Ordinal Encoding of the Labels of IoT 23 Dataset for 

KNN and SVM Models 

Labels Encoded Label 

C&C 1 

C&C-HeartBeat-Attack 2 

C&C-PartOfAHorizontalPortScan 3 

Attack 4 

C&C-HeartBeat 5 

DDoS 6 

Okiru 7 

PartOfAHorizontalPortScan 8 

PartOfAHorizontalPortScan-Attack 9 

Okiru-Attack 10 

FileDownload 11 

C&C-FileDownload 12 

C&C-Heartbeat-FileDownload 13 

C&C-Torri 14 

C&C-Mirai 15 

 
Figure 2 IP Splitting Example 

The process of balancing IoT-23 dataset in this work achieved 

through two phases. At the first phase, this work reduces the 

gap that exist among the attack’s classes in the number of 

observations they have. There are classes having millions of 

observations (number 1, 3, 4, 6 in the Table 1), some classes 

having thousands of observations (2, 9, and 10 in the Table 1), 
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and others are having less than 1000 observations (5,7,8, 

11,12, 13,14, 15 and 16 in the Table 1). Figure 3 clearly 

shows the imbalanced status of the dataset. 

As the first phase of balancing the dataset, this study 

randomly picks 2000 samples from the first and second 

groups of attack’s class in the IoT-23 dataset. 

 

Figure 3 The Unbalanced IoT-23 Structure 

 

Figure 4 Phase Two Output of Unbalanced IoT-23 Structure 

The second phase is applying the SMOTE algorithm to the 

third group of attack’s class so that observations in all attack’s 

classes reaches 2000. Figure 4 shows the imbalanced classes 

of the dataset before and after processing the dataset under the 

SMOTE algorithm.  

Finally, this work applied the normalizing method on the 

dataset to put records in all remain features on the same range. 

This work uses the min-max normalization method. This 

process can facilitate the training and testing phases of the 

classifier models.  

3.3. Feature Selection 

Feature Selection could be defined as a method that can 

reduce the number of attributes that utilized by the proposed 

model through selecting only relevant feature(s) and getting 
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minimizing of noise in dataset [32]. There are six features 

already have been excluded before feature selection process. 

Table 4 presents these features and the reason of excluding 

each of them. For the rest of attributes, this work depends on 

computing the correlations coefficient among the attributes, 

first, then to compute the correlation coefficient between each 

attribute and the target attribute.  

Table 5 Excluded Features 

Feature Reason of exclusion 

Time Not relevant to attack classification and identification 

Uid Not relevant to attack classification and identification 

local_orig All records are empty. 

local_resp All records are empty. 

history It is a description of another Feature (conn state). 

tunnel parents All records are empty. 

 
Figure 5 Correlation Coefficient Graph of IoT 23 Dataset Features 

 

Figure 6 A sample of the Obtained Dataset Through Preprocessing 
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According to this method, the selection of the attributes (or 

features) in the dataset depends on the condition that states 

“Attributes should never have correlations among them. If 

any two correlated attributed found, the one that has less 

correlation with the target attribute will be canceled”[33] [32].  

After checking the correlations, the remaining Features are 

(id. resp_h Address, id. resp_p port, Protocol, Service, 

Duration, Origin Bytes, Respond Bytes, conn_state, 

missed_bytes). Figure 5 shows the correlation status among 

the attributes or features, and Figure 6 shows a sample of the 

dataset after the preprocessing steps. 

3.4. Data Slicing 

This process is about splitting the dataset into two groups, 

training part of the dataset and testing part of the dataset. 

Although the obtaining parts will be directly used and fed to 

the ML classifier model, this process still be considered as a 

step of preprocessing activities. This work allocates 20% of the 

dataset and keeps it for testing phase and 80% of the dataset 

assigns for training phase. The process of extracting samples 

from the dataset for training and testing has been achieved 

randomly.  

This work takes from the benign class 20% of records 

randomly, and the remaining 80% will be used for training. 

However, taking the samples from the attack classes is 

slightly different for keeping the balance of the dataset in 

viewpoint of attack participating. The work allocated from 

each attack class 20% for testing and 80% for training. Then 

all 20% parts will be collected to form on testing set and same 

is true for the training sets.  

3.5. Performance Indicators  

Figure 7 shows details of a typical confusion matrix [34]. 

From the confusion matrix, all necessary accuracy indicators 

could be obtained. Although every index in the figure means 

something useful, rate of accuracy is most common that 

utilized to check the performance of detection and 

classification models. 

 

Figure 7 Typical Confusion Matrix with Performance 

Indicators 

4. EXPERIMENTAL EVALUATION 

This work utilized three major ML algorithms named ANN, 

SVM, and KNN. The aim of this work is building a binary 

and multi-class classification using those ML algorithms. The 

experimental evaluation in this work depends on k-fold 

method, by which, the dataset will be divided into 5 

partitions, each time, a part will be used for testing and the 

remaining nine prats used for training.  

4.1. ANN Based Classification 

Artificial Neural Network (ANN) is a common ML based 

model that functions based on how the human brain operates. 

It is a supervised learning algorithm that its structure consists 

of neurons or nodes. Those nodes are arranged to form three 

types of layer input, hidden, and output layers. Nodes at each 

layer have different functionalities. At input layer, takes 

information provided and passes it onto hidden layer. The 

core computation of the ANN is occurred in the hidden layer. 

The results will be passed to the output layer. For supervised 

ANN, the expected output and desired output will be 

considered for compute the accuracy of the training. When the 

obtained error is more the goal, ANN will start to modify the 

value of wights that exist between each two nodes in two 

different layers. This process will be repeated until minimum 

error obtained. The typical structure of an ANN is shown in 

the Figure 8. 

For this work, the model has been designed and codded using 

Matlab-R2021a. It has been installed on a PC with intel 

CORE i7 (11th generation). The ANN that utilized by this 

work is called ‘Pattern Recognition Neural Network’. 

According to dataset sample that shown in the Figure 6, the 

number of the input feature in this work is (15). Therefore, the 

number of the input node of the proposed ANN for this work 

is 15. The work has tested the ANN to find out the best or the 

more efficient structure (number of hidden layer). The work 

sets the number of hidden layers on one and the nodes in the 

layer are 10 nodes. Figure 9 shows the ANN structure that 

designed by this wok for binary classification of attacks. 

 

Figure 8 Typical Structure of ANN 
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Figure 9 The ANN Based Binary Classification 

The proposed ANN just required 45 epochs for getting perfect 

training. To test the ANN, this work used 20% of the dataset 

and the result of testing is shown as confusion matrix for the 

binary in the Figure 10. The result of the testing is 99 %. 

 

Figure 10 Confusion Matrix for ANN Based Binary 

Classification (SMOTE) 

The next step of with ANN is to identify the type attacks after 

identifying a flow as attack. For this step, the name of the 

ANN is still ‘Pattern Recognition Neural Network’. However, 

the structure of ANN has not been changed as shown in the 

Figure 11and with the same number of epochs. 

 

Figure 11 The ANN Based Multi-Class Classification 

The accuracy that obtained through the multi-class 

classification, as shown in the Figure 12, is about 99.2%. 

Through both classifiers, it becomes clear that classifying 

benign from attacks and identifying the type of attacks with 

ANN pattern recognition can reach up to 99% as an average. 

 

Figure 12 The Confusion Matrix of ANN Based Multi-Class 

Classifier (SMOTE) 

 

Figure 13 The Confusion Matrix of ANN Based Multi-Class 

Classifier (without SMOTE) 
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4.2. ML Comparison Results  

This work utilizes another two major ML techniques to 

compare the performance of the ANN based attack 

classification and identification. These techniques are KNN 

and SVM. This work compared the ANN based model when 

it works as binary classifier and when it works as multi-class 

classifiers. The comparisons result of the binary classification 

is shown in the Figure 14 and Figure 15, and the results of 

multiclass classification is shown in the Table 6 and Table 7. 

The results also show the impact of the SMOTE technique on 

the accuracy and F1-Score rates of the ML techniques. 

Moreover, the work compared the three ML techniques as the 

multi-classifiers. In general, the accuracy rate for ML 

techniques as binary classifiers ranged between 88.66 % to 

99.72 %. SMOTE has a greater impact on multiclass 

classification than it has on binary classification. 

There is one fact should be presented at the beginning of this 

discussion, which is “The accuracy of any classification 

model that trained with unbalance dataset is useless even it 

has a very good rate”. This is because, unbalanced dataset 

usually makes the training process to bias to a class that has 

more observations than other classes. As a consequence, we 

tested the models using F1-Score as well, and the influence of 

SMOTE appeared significantly, as shown in Table 7. The 

results indicated that the labels (9,10,13, and 15) had 0% F1-

Score rate, which is due to the small number of observations 

in these labels, as shown in Figure 13. The results of the 

SMOTE dataset then solved the problem, as illustrated in 

Figure 12. 

 

Figure 14 Compression of the ML’s Accuracy 

 

Figure 15 Compression of the MLs F1-Score 
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Table 6 The Identification Accuracy Rate of ML Techniques for Each Attack 

 KNN SVM ANN 

Labels 
without 

SMOTE 
with SMOTE 

without 

SMOTE 
with SMOTE 

without 

SMOTE 
with SMOTE 

1 1 1 0.9999 1 0.9998 0.9988 

2 0.9999 0.9999 0.9999 1 0.9995 1 

3 0.9994 0.9998 0.9993 0.9994 0.9986 0.9988 

4 0.9984 0.9993 0.9948 0.9809 0.9991 0.9988 

5 1 1 1 1 0.9996 1 

6 1 1 1 1 1 1 

7 1 0.9998 0.9735 0.9853 0.9997 0.9977 

8 0.9990 0.9998 0.9712 0.9872 0.9970 0.9988 

9 0.9997 1 0.9997 1 0.9997 0.9999 

10 0.9998 0.9998 0.9998 0.9975 0.9998 0.9993 

11 0.9999 0.9991 0.9988 0.9837 0.9992 0.9973 

12 0.9993 0.9989 0.9973 0.9946 0.9986 0.9957 

13 1 1 0.9993 1 0.9993 1 

14 0.9996 0.9998 0.9984 0.9999 0.9978 0.9997 

15 0.9999 1 0.9997 1 0.9999 0.9987 

Table 7 The Identification F1-Score Rate of ML Techniques for Each Attack 

 KNN SVM ANN 

Labels without 

SMOTE 

with SMOTE without 

SMOTE 

with SMOTE without 

SMOTE 

with SMOTE 

1 1 1 0.9997 1 0.9994 0.9910 

2 0.9993 0.9997 0.9993 1 0.9962 1 

3 0.9951 0.9981  0.9944 0.9956  0.9895 0.9907 

4 0.9944 0.9943  0.9822 0.8447  0.9968 0.9909 

5 1 1 1 1 0.9987 1 

6 1 1 1 1 1 1 

7 1 0.9984  0.9161 0.8969 0.9990 0.9829 

8 0.9966 0.9981  0.8905 0.8939 0.9897 0.9909 

9 0 1 0 1 0 0.9990 

10 0 0.9984  0 0.9813 0 0.9950 
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11 0.9630 0.9935 0 0.8881 0.6087 0.9801 

12 0.8947 0.9922 0.4444 0.9587 0.8276 0.9672 

13 1 1 0 1 0 1 

14 0.8750 0.9978  0 0.9994 0.2000 0.9978 

15 0 1 0.4000 1 0 0.9901 

5. CONCLUSION 

This work tests three major ML techniques as binary classifier 

and multi-class classifiers for detecting IoT based attacks. The 

major points that have been concluded by this work could be 

summarized as: 

1. Throughout the review process, it has been concluded that 

many gaps still need investigation, such as designing IDS 

for IoT infrastructure based on analyzing packets that 

sniffing from IoT networks. This work utilized an up-to-

date dataset, known as IoT23, throughout the training and 

testing processes.  

2. Moreover, the impact of some prepressing steps agist the 

accuracy rate has not been investigating such as SMOT 

theory.  

3.  Regarding the respond of ML techniques against some 

preprocessing methods, it has been concluded that each 

ML technique has unique respond, and the way of respond 

changes based on the mathematical concept of each ML 

technique.  

4. The proposed ML techniques can actively detect known 

attacks, and to good extend they can detect zero-day 

attacks. However, the utilized techniques cannot identify 

such kind of attacks, as they are not introduced to the 

detection model. However, the proposed models could 

identify them as one of the known attacks as there is 

behavior similarity between the unknown attacks and 

known attacks. 
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