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Abstract – The lifetime of Wireless Sensor Networks (WSNs) can be extended with the adoption of an effective clustering method. However, the major problem of a multihop-based clustered network is the "hotspot" problem i.e., the Cluster Head (CH) closer to the base station tends to die very fast in comparison with far away nodes due to inter-cluster communication. Furthermore, no prior works have considered reliability and efficient factors together for provisioning modern data-intensive applications under WSN. In addressing research issues, this paper presents a Reliable and Efficient Routing (RER) design under an unequal clustering environment. The RER employs a two-phase model, first an effective CH selection strategy for enhancing efficiency; secondly, Reliable and Efficient Route Selection (RER) model for provisioning application with QoS constraint. Experiment outcomes show that the proposed routing strategy improves network lifetime with reduced communication overhead and communication delay.

Index Terms – Clustering, Energy Efficiency, Reliability, Unequal Clustering, Cluster Head, Assistant Cluster Head.

1. INTRODUCTION

The future generation WSNs are required to be installed into the Internet of Things (IoT) environment for provisioning different applications such as disaster management, environment monitoring, precision agriculture, etc. [1]. WSNs are composed of a large number of tiny and self-organized sensor devices, generally placed in hazardous locations for carrying out different operations, such as sensing, aggregation [2], data collection, and data transmission for realizing intelligent decision making. WSNs provide certain benefits such as low power consumption, high reliabilities, and ease of deployment; thus, are adopted in different domains such as in healthcare, surveillance system, etc. [3]. However, it has certain limitations such as limited bandwidth, storage, processing power, and computation capacity; thus, reducing the lifetime of WSNs [4]. As the sensor devices are battery-powered, preserving the energy becomes of utmost importance, and energy-efficient schemes are most desired. Further, an effective route selection design is needed for providing reliability requirements of modern applications [5, 6].

Clustering techniques such as Low Energy Adaptive Clustering Hierarchy (LEACH) have been emphasized for boosting the lifetime of the network [7, 8]. In LEACH, the WSNs are segmented into smaller clusters and sensor devices with maximum energy levels are chosen as Cluster Heads (CHs) and the rest all will behave as member nodes. Here, the member devices communicate the sensed information with their respective CHs (i.e., intra-cluster communication), then, the CHs perform aggregation of data to eliminate redundant information [9, 10] and transmit through single or multi-hop fashion towards the base station (inter-cluster communication). In multi-hop [11, 12] based clustering model, the CH that is placed far away from the base station consumes less energy in comparison with CH closer to the base station; thus, resulting in a high probability of energy hole problem i.e., the node closer to the base station is expected die faster [13]. In WSNs, generally, the sensor device is placed randomly, and nodes placed closer to the base station consume more energy in comparison with the nodes that are placed far away from the base station. As a result of these, the nodes closer to the base station tends to die faster resulting in an energy-hole problem. In addressing the energy-hole problem, a new method is modeled in [14], an unequal cluster algorithm where each cluster will have a different size; the cluster far away from the base station will have a larger cluster size and cluster closer to the base station will have smaller cluster size, as shown in Figure 1. Adoption of unequal clustering mechanism aids in preserving some energy of relay nodes during intra-cluster communication. Relay nodes are a special type of nodes in sensor networks, whose task is only to transmit data generated by other sensor nodes,
without sensing the environment. However, no prior works have considered CH selection and routing considering QoS constraint under unequal clustering environment. Further, in the existing model, relay path formation is done randomly, subject to availability without considering QoS constraint; thus, failed to assure reliability requirement for provisioning modern data-intensive workload applications. This motivated the proposed work to design a reliable and efficient routing model considering QoS constraints for WSNs.

The objective of the RER model is to develop an efficient CH selection strategy that improves network coverage and reduce hotspot spot problem considering an unequal clustering environment. To reduce re-clustering overhead assistant cluster head is elected. Further, the objective of the RER model is to find reliable and efficient relay nodes for communicating data toward base stations. In RER a multi-objective metrics is defined that minimize energy, several relay node required, and also minimize packet loss. Finally, the multi-path is obtained for transmitting a packet with and without QoS prerequisite.

The significance of using a reliable and efficient routing model is as follows.

- The RER model provides an improved CH selection model by considering unequal cluster size effectively to mitigate hotspot problems by preventing loss of connectivity problem; thereby improving lifetime performance.
- In RER, the packets are aggregated in CH and relay nodes are used for sending aggregated packets towards the base station.
- The RER reduces re-clustering overhead by the election of an assistant cluster head.
- The RER model can offer high energy efficiency and reliability by employing multi-objective parameters such as energy efficiency, packet failure, and hop size.

The organization of the paper is as follows. In section 2, the Literature survey is explained. In section 3 reliable and efficient routing model for wireless sensor networks is presented. In section 4, the performance achieved using RER concerning the existing routing mechanism is discussed. In the section 5, the paper is concluded with future research directions.
work induces higher overhead to CH closer to the base station.

In [18], Ademola et al., presented a hierarchical-based data transmission mechanism for WSNs using a fog computing environment. They used fog computing for optimizing the energies of WSNs for catering requirements of IoT-based applications. To establish an ideal path, an ant colony optimization model is employed. The model suffers from convergence overhead in establishing the ideal route. In [19], Prachi et al. presented a butterfly optimization model for selecting the ideal CH in the cluster of sensor devices. The CH selection is optimized considering multi-objective parameters such as connectivity, neighbor density, distance with the base station, distance among neighbors, and residual energy. Then, the Ant Colony optimization model is used for picking the ideal path considering multi-objective parameters such as connectivity, distance, and residual energy. The major limitation it suffers from a hotspot problem and CH selection induces non-polynomial deterministic problems.

Fang et al., presented the routing model in [20] that is energy efficient and addressed the hotspot problem by adopting an unequal clustering environment. Further, to reduce the energy overhead of CHs, double cluster heads are elected. An effective CH selection considering the event and energy-driven rotation strategy is adopted for balancing the energy of cluster members and CHs. Addressing the hotspot problem is not considered and works only for the smaller network.

In addressing the hotspot problem in [21], Jin Wang et al. presented multiple mobile sink-based data collection mechanisms. Here, every device transmits the information to a mobile sink employing single-hop communication. Authors presented an effective mobile sink moving trajectory employing modified particle swarm and genetic algorithm optimization model together, where Particle Swarm Optimization (PSO) is utilized to place sink with high coverage rate and Genetic Algorithm (GA) are utilized to establish a moving path of different sinks. However, employing such a model is expensive because of buffer concurrency and communication overhead. High uncertainty in establishing node position and energy levels of sensor devices will significantly impact the energy efficiency of WSN [22]; in addressing such issues, recently, several models have emphasized using the type-1 fuzzy rule.

A soft computing technique was used in [23], by employing type-2 fuzzy rules for cluster head selection. The model is further, aimed at balancing the load among CH; however, the model is designed considering homogenous cluster size and factors like packet loss and link quality are not considered during inter-cluster communications. In addressing the hotspot problem in [24], the authors proposed a type-2 fuzzy rule and emphasized a different routing design for improving lifetime and as well as enhancing security in wireless sensor networks. The type-2 fuzzy rules added interval for building membership function; thus, can handle uncertainty in comparison with the type-1 fuzzy rule [25]. However, CH selection is done through a single-objective strategy; thus, inducing additional energy overhead due to poor balancing of load.

Yang Tao et al. in [14], presented unequal clustering methodologies using type-2 TSK fuzzy logic theory (UCT2TSK) with intervals by employing type-2 fuzzy rule Takagi-Sugeno-Kang (TSK) for designing Unequal Clustering (UC) algorithm. The UCT2TSK addresses the hotspot problem, with less computational complexity (such as distance towards base station, node density, and remaining energy), and enhance network lifetime. Here multi-objective parameters such as device density, residual energy, and distance to the sink are considered for optimization using fuzzy rule [26-28]; the outcome is used for optimizing the cluster size and selecting cluster head. However, UCT2TSK doesn't consider QoS prerequisite for the selection of Cluster head or Relay nodes (RNs). The RNs act as a hop node, thus aiding in reducing the distance between the faraway sensor device and the base station/sinks.

In addressing the research challenges the following problem statement the RER model is aimed at addressing. First, efficient CH selection under an unequal clustering environment should be designed. Second, an efficient relay node must be selected that must be energy efficient and at the same time should take less time to transmit. Third, should be reliable for communicating both applications with and without QoS prerequisite. The reliable and efficient routing model is methodology is presented in the next section to overcome the above-mentioned problem stated.

3. PROPOSED METHODOLOGY

The major factor impacting the lifetime performance of sensor nodes is the hotspot problem (i.e., the batteries of sensor nodes near the base station drain out very fast). To address such a problem, recent work hypothesis includes employing unequal clustering for performing routing and employing a soft-computing technique that enhances lifetime performance [29]; however, this induces additional computation overhead for carrying out optimization process, resulting in loss of energy.

Further, in the existing model, relay path formation is done randomly, subject to availability without considering QoS constraint; thus, failed to assure reliability requirement for provisioning modern data-intensive workload applications. This paper uses the hypothesis of the RER model, selects CH with high efficiency using multi-objective parameters under an unequal clustering environment. Relay nodes are chosen with high reliability considering multi-objective parameters; thus, aiding in improving the overall performance of WSNs.
3.1. Reliable and Efficient Routing Model

This sub-section presents a routing model for WSNs that is highly reliable and efficient. First, the RER describes the system and energy model used in the RER model. Then, discusses the standard CH selection algorithm. Further, an improved CH and Assistant CH [3] selection model considering an unequal clustering environment is presented. Later, discusses data aggregation and relay selection model for performing hop-by-hop transmission. Finally, reliable, and efficient routes are identified for communicating the packets both with and without QoS constraint. The phases involved in RER are shown in Figure 2.

![Figure 2 Block Diagram of Different Phases of Reliable and Efficient Routing Model for WSNs](image)

3.2. System Model

This subsection presents a cluster-based routing model with unequal cluster size for providing reliable and efficient communication among sensor devices. In an unequal clustering environment, the cluster size is smaller near the base station and the cluster gets bigger as it moves away from the base station. A sample representation of unequal clustering is shown in Figure 1. The RER model working process is given in Algorithm 1. Here, the sensor device is placed randomly across the sensing location. Each sensor device sends its present energy level and location information to the corresponding gateway/base station. The node with the highest reliability factor is selected as CH and the node with the second-best reliability is elected as assistant cluster head (ACH). Note that, ACH will not take part in sensing and transmission operations. Then, the other device (i.e., member device) connects to the respective CH. Here, the member node collects sensory information and sends it to the respective CH and CH transmits the sensory information to other CH or Relay Nodes (RN) towards the base station. Once the CH reaches the lower energy threshold level, it becomes a member node and ACH becomes CH. In this way, it aids in reducing re-clustering overhead.

Step 1. Start

// Stage 1- Deployment

Step 2. Initialize system parameter for deploying network

//Stage 2- Node discovery

Step 3. Compute parameter for node discovery

Step 4. Select CH using modified equation

Step 5. CH gathers and aggregate data from its member

//Stage 4- Intra-hop communication and aggregation

Step 6. Using best path CH transmit to the base station

//Stage 5- Inter-hop communication & path selection

Step 7. Re-clustering of the network.

Step 8. Stop

Algorithm 1 The Reliable and Efficient Routing Model

3.3. Energy Model

This work considers cluster-based communication under an unequal clustering environment. The clustered-based
communication is composed of two phases as inter and intracluster communication. Thus, the energy required for communication among different sensor devices varies under both inter and inter-cluster communication. Alongside, the sensor device changes its operating mode from sensing \( K_E \), central processing unit (CPU) \( L_E \), and radio transmission mode \( D_E \), where each mode will have a different energy consumption model [9]. This work uses the energy dissipation model presented in [30]. The total energy consumption \( C_E \) is measured by adding all energy modes put forth together using the following equation

\[
C_E = K_E + L_E + D_E \tag{1}
\]

The adoption of cluster-based communication aid in preserving batteries of sensor devices by changing its states from active to sleep and vice versa [17]; thus energy consumption will vary according to its operating states as defined below

\[
K_E = K_{a-1} + K_{1-0} + K_{1-1} \tag{2}
\]

where \( K_{a-1} \) defines the energy required for changing states from sleep to active, \( K_{1-0} \) defines the energy required for changing states from active to sleep and \( K_{1-1} \) defines the energy required for carrying out sensing operation.

In a similar manner to Equation (2) the processing unit \( L_E \) energy consumption for changing state [11] is measured using the following equation

\[
L_E = L_0 + L_1 \tag{3}
\]

where \( L_0 \) defines the energy induced in each operating state, and \( L_1 \) defines the energy required for changing from one state to another state. In general, adopting a cluster-based communication model, the CPU has three states such as sleep, idle, and active states. Therefore the CPU energy consumption is measured using the following equation

\[
L_E = \sum_{a=1}^{b} D_{0(a)} T_{0(a)} + \sum_{u=1}^{v} S_{1(u)} R_{1(u)} \tag{4}
\]

where \( D_{0(a)} \) defines the energy required to be in the state \( a \), \( T_{0(a)} \) defines session instance of CPU in the state \( a \), where \( a = 1, 2, ..., b \) defines the present state, \( S_{1(u)} \) defines counter for establishing the frequency of new state \( u \), where \( u = 1, 2, ..., v \), \( v \) defines total size state fluctuation, \( R_{1(u)} \) defines the energy required for performing state transition.

The energy consumption of radio unit \( D_E \) is measured using the following equation

\[
D_E = D_{\frac{q}{x}}(q, M) = \begin{cases} qK_E + qaf(M)^2 & M < M_0 \\ qK_E + qax(M)^4 & M > M_0 \end{cases} \tag{5}
\]

where \( M \) defines distance and \( q \) defines packet size in bits, the \( M_0 = \frac{qaf}{\sqrt{qax}} \) defines the distance parameter, \( D_T \) defines energy required for transmitting \( q \) nits of packet considering certain distance \( M \), \( D_E \) defines energy required for transmitting \( q \) nits of packet considering certain distance \( M \), \( ax \) defines multipath amplification energy and \( af \) defines free space propagation parameter. The aforementioned energy model provides a more idealistic model for unequal and heterogeneous clustered-based WSNs.

3.4. Standard Cluster Head Selection Model

In standard clustering protocol, each sensor node acts as a CH for a fixed interval of time in an unbiased and random manner. Each round is composed of two-phase such as the setup phase and the steady phase. In the setup phase, the cluster formation is done where every node sends an energy parameter to the base station, the base station selects the node with the highest threshold parameter \( T(d) \) as CH. For balancing energy every round new CH are elected. In the steady phase, each node carries out sensing and transmits to the CH and then CH will transmit the packet towards the base station through different intermediate CHs. The CH election using standard clustering model is defined in below equation

\[
T(d) = \begin{cases} \frac{r}{1 - r \times \lfloor qmod(1/r) \rfloor} & \text{if deS;} \\ 0, & \text{Otherwise.} \end{cases} \tag{6}
\]

where \( r \) defines the average ratio among CH concerning total sensor nodes, \( \varphi \) defines present round number which varies between \( 0 \leq \varphi < \infty \), and \( S \) set of nodes that have not yet been CH considering session \( 1/r \) rounds. Using Equation (6) different CHs are elected for a certain period in their respective round. The node that has been as CHs in the previous round will not take part CH selection process in the next round; in this way overhead of CH can be reduced. However, the standard selection suffers from a hotspot problem. In addressing the hotspot problem in the next subsection a new CH selection model is presented.

3.5. Cluster Head Selection and Assistant Cluster Head Selection Model

The sensor nodes will have identical communication range \( S \) and are placed randomly across WSNs with density \( \delta \). This work adopts an unequal clustering algorithm as in [20]; thus, every cluster will have a different cluster size. As a result, in this work, the parameter \( r \) is optimized considering normalized overlapping region concerning certain sensor device \( d \) in standard CH selection model as in Equation (7) which is defined below

\[
r(d) = \alpha \times \omega(d), \tag{7}
\]

where \( \alpha \) represents the average size of cluster and \( \omega \) describes
sensor device normalized overlapping region. The modified
threshold model $T(d)$ for selection of CH for respective node
d is obtained using the following equation

$$T(d) = \begin{cases} 
  r(d) & \text{if } d \in S; \\
  0 & \text{Otherwise.}
\end{cases}$$

(8)

where $S$ defines member node which has not been CH yet for
respective session period, $d$ represents the CH for
round $1/r(d)$; thus, different devices will have a different
probability of being CH. The node with the second-best
threshold parameter is elected as Assistant CH (ACH) [20].

3.6. Data Aggregation Model

Here, the probability of packet failure in the network is
computed. In this work, a Rayleigh fading [11] channel is
considered. The probability of packet failure rate relies on the
neighboring density of CHs. Here using signal-to-noise-ratio
considering distance $s$ among CHs is used for measuring
average bit error rate $L_p$ of respective channel. Therefore, the
probability of packet failure considering $B$ bit packet length
can be established using the following equation

$$L_p = 1 - (1 - L_p)^B.$$

(9)

Therefore, the aggregated data by cluster head considering
packet failure is measured by assuming that at both sensor
node sends $\delta_o$ bits towards respective CH; thus, the total data
$B_k$ bits aggregated by respective CH is measured using the
following equation

$$B_k = \sum_{j=1}^{k} \delta_o - L_p.$$

(10)

where $k$ defines the member size of respective CHs. An
important thing to be noted here is that the adoption of
unequal clustering results in having a different size for
different CHs.

3.7. Relay Node Selection Model

The Base station selects a set of relay nodes (RN) utilizing
multi-objective parameters such as coverage time, association
time, traffic load, and connectivity. Every CH searches for
RN (i.e., $\mu$) in one hop distance and extends routing path $U_{\gamma \mu}$
using (11).

$$U_{\gamma \mu}^0 = H_\gamma + \left( \frac{F_\mu - F_\mu^c}{F_\mu^0 + W_0^\mu} \right) \times \left( \frac{W_0^\mu - W_\mu^c}{W_0^\mu + W_\mu^c} \right) \times \left( S_0^\mu - S_\mu^c \right)$$

(11)

where $H_\gamma$ represent hop count of $\gamma$ concerning base station for
reliable routing path formation (RRPF), $F_\mu^0$ represents sensor
node residual energy, $F_\mu^c$ defines present energy of $\mu$, $W_0^\mu$
defines maximal mobility nature of sensor node, $W_\mu^c$
represents present mobility nature of $\mu$, $S_0^\mu$ represents
maximum coverage range of sensor node, and $S_\mu^c$ defines the
present coverage range of $\mu$.

3.8. Reliable and Efficient Route Selection Model

The objectives of the reliable and efficient route selection
(RERS) model are used to improve energy efficiency and at
the same time meet the reliability requirement of real-time
application. Here, we adopt a multi-objective parameter such
as residual energy, hop count, and packet failure probabilities
for building RERS path $P_M$ as in equation (12).

$$P_M = E + H_\gamma + H_\mu + P_l$$

(12)

where $E$ represents the residual energy of the sensor device,
$H_\gamma$ defines the anticipated size of the intermediate relay
device, $H_\mu$ defines the inverse of the anticipated size of the
intermediate device and $P_l$ defines the packet failure probability
parameter. Here, we adopt a multipath-based transmission model for balancing load, reducing latency, and
improving energy efficiency for transmitting packets with and
without QoS constraints. Using threshold parameter, we will
obtain multipath $G$ using the following equation

$$G = U + N$$

(13)

The RER model uses $U$ for transmitting packets without QoS
constraint which is obtained using equation

$$U = \frac{L}{L + \frac{J}{G}}$$

(14)

where $L$ defines packets without QoS constraint and $J$ defines
packet with QoS constraint and uses $N$ paths for transmitting
packets with QoS constraint which is obtained using the
following equation

$$N = \frac{J}{J + L}$$

(15)

These $G$ paths can be used for transmitting packets, where $U$
is used for transmitting packets without QoS constraint and $N$
paths are used for sending packets with QoS constraint.

The routing objective metrics: In section 3.4 this work
presented an effective CH and ACH selection methodology
that improves coverage and address hotspot problem,
respectively; and thereby improving network lifetime. After
electing CH and ACH the data is aggregated to reduce the size
of data for transmitting in inter-hop communication as shown
in section 3.6; thereby improving the energy efficiency of the
network. Using section 3.7 set of relay nodes is elected for
inter-hop communication and using section 3.8 a multi-
objective parameter is modeled that reduces the number of
hops involved with minimal energy consumption and packet
loss. Finally, multipath is obtained toward the base station to
improve QoS i.e., netter data delivery, throughput, etc.
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The adoption of effective CH selection considering unequal clustering, packet failure optimization, multi-objective relay nodes selection, and multipath-based transmission helps the RER model to improve lifetime efficiency with minimal communication overhead in comparison with existing routing models which is experimentally proved through a simulation study.

4. RESULT AND DISCUSSION

Here, the experiment is conducted for validating the outcome achieved using RER, LEACH, and UCT2TSK [14]. The SENSORIA [31] simulator is used for evaluating different routing models. All the models considered for evaluation are implemented using C# programming language. The parameters used for studying the performance of the different model is described in Table 1. The metrics considered for validating the routing model are lifetime, communication delay, and control channel communication overhead.

<table>
<thead>
<tr>
<th>Simulation Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network area</td>
<td>100 m x 100 m</td>
</tr>
<tr>
<td>Base station</td>
<td>1</td>
</tr>
<tr>
<td>Base station position</td>
<td>Placed outside sensing</td>
</tr>
<tr>
<td></td>
<td>region (i.e., at the edge</td>
</tr>
<tr>
<td></td>
<td>of the network)</td>
</tr>
<tr>
<td>Number of sensor devices</td>
<td>500 to 3000</td>
</tr>
<tr>
<td>Transmission range</td>
<td>10 meters</td>
</tr>
<tr>
<td>Sensing range</td>
<td>5 meters</td>
</tr>
<tr>
<td>Sensor type considered</td>
<td>Temperature</td>
</tr>
<tr>
<td>Initial energy</td>
<td>0.1 – 0.2 j</td>
</tr>
<tr>
<td>Radio unit energy consumption</td>
<td>50 nj/bit</td>
</tr>
<tr>
<td>Amplification energy (Emp)</td>
<td>100 pJ/bit/m²</td>
</tr>
<tr>
<td>Idle energy consumption (Eelec)</td>
<td>50 nj/bit</td>
</tr>
<tr>
<td>Control packets size</td>
<td>512 bits</td>
</tr>
<tr>
<td>Data packets size</td>
<td>5000 bits</td>
</tr>
<tr>
<td>Transmission speed</td>
<td>256 bits/s</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>5000 bits/s</td>
</tr>
<tr>
<td>Sensing time</td>
<td>0.1 s</td>
</tr>
</tbody>
</table>

Table 1 Simulation Parameter Used for Evaluation

4.1. Lifetime Performance

In this section lifetime performance of using RER, LEACH, and UCT2TSK routing models considering varied sensor devices is studied. In Figure 3, the sensor devices are varied from 500 to 3000 and the lifetime outcome achieved using RER, LEACH and UCT2TSK routing models is graphically shown. Figure 3 interprets that RER model improves lifetime performance by 53.44%, 58.002%, 61.55%, 63.68%, 64.3%, 66.15%, and 61.18% in comparison with UCT2TSK when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. Similarly, Figure 3 interprets that RER model improves lifetime performance by 70.49%, 75.82%, 84.96%, 89.58%, 89.75%, and 90.79% in comparison with LEACH when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. The RER model improves lifetime performance by 83.56% and 61.18% on average when compared with LEACH and UCT2TSK routing models, respectively. The significant result shows that RER is scalable considering smaller and larger density WSN environments due to the adoption of improved CH and ACH selection under unequal clustering environments.

![Figure 3 Network Lifetime under Varied Density](image)

4.2. Communication Delay

In this section, the time required for communicating the packets from sensor devices to cluster head, thereby to BS is discussed and the performance of the RER model is compared with LEACH and UCT2TSK routing model. The routing model is considered with varied sensor devices from 500 to 3000. Figure 4 shows the comparative graph and interprets the RER model reduces communication delay by 54.03%, 48.63%, 46.24%, 53.88%, 57.63%, 55.48%, and 52.65% in comparison with UCT2TSK when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. Similarly, Figure 4 interprets that the RER model reduces communication delay by 57.11%, 54.91%, 54.99%, 61.27%, 61.42%, and 59.50% in comparison with LEACH when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. The RER model reduces communication delay by 58.2% and 52.65% on average when compared with LEACH and UCT2TSK routing models, respectively. The
RESEARCH ARTICLE

significant reduction of delay is due to the adoption of multipath-based route selection for transmitting packets according to the QoS prerequisite. The result achieved by RER is due to adoption overall result showing the RER can satisfy the QoS requirement of modern applications.

4.3. Control Channel Communication Overhead

In this section CCH overhead performance of using RER, LEACH, and UCT2TSK routing models considering varied sensor devices is studied. In Figure 5 the sensor devices are varied from 500 to 3000 and CCH overhead achieved using RER, LEACH, and UCT2TSK routing models is graphically shown. The Figure 5 interprets that RER model reduces CCH overhead by 22.51%, 25.73%, 38.28%, 42.56%, 40.58%, 47.8%, and 36.24% in comparison with UCT2TSK when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. Similarly, Figure 5 interpret that the RER model reduces CCH overhead by 17.78%, 17.38%, 39.23%, 52.64%, 48.71%, and 48.29% in comparison with LEACH when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. The RER model reduces CCH overhead by 37.34% and 36.23% on average when compared with LEACH and UCT2TSK routing models, respectively. The result shows up to node size of 1000 all routing model attain similar result; however, as nodes size is increased beyond 1000 it can bees both LEACH and UCT2TSK routing models induces significantly higher CCH overhead. On the other side, the RER model induces slight overhead because of minimizing re-clustering overhead through a selection of ACH in the RER model.

4.4. Throughput

In this section throughput performance of using RER, LEACH, and UCT2TSK routing models considering varied sensor devices is studied. In Figure 6 the sensor devices are varied from 500 to 3000 and throughput achieved using RER, LEACH, and UCT2TSK routing models is graphically shown. The Figure 6 interprets that RER model improves throughput by 35.91%, 46.24%, 47.56%, 43.25%, 39.27%, and 40.41% in comparison with UCT2TSK when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. Similarly, Figure 6 interpret that RER model improves throughput by 48.52%, 53.76%, 56.75%, 55.28%, 53.95%, and 54.69% in comparison with LEACH when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. The RER model improves throughput by 53.82% and 42.11% on average when compared with LEACH and UCT2TSK routing models, respectively. The significant result achieved is due to the adoption of improved cluster head selection that focuses
on improving coverage thereby increasing the lifetime of the network and generation of a higher number of packets in comparison with LEACH and UCT2TSK routing models.

4.5. Packet Delivery Ratio

In this section packet delivery ratio performance of using RER, LEACH, and UCT2TSK routing models considering varied sensor devices is studied. In Figure 7 the sensor devices are varied from 500 to 3000 and the packet delivery ratio achieved using RER, LEACH and UCT2TSK routing models is graphically shown. Figure 7 interprets that the RER model improves the packet delivery ratio by 8.44%, 10.41%, 10.67%, 12.13%, 10.7%, and 15.32% in comparison with UCT2TSK when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. Similarly, Figure 7 interpret that RER model improves packet delivery ratio by 14.2%, 15.94%, 17.1%, 23.33%, 23.26%, and 28.046% in comparison with LEACH when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. The RER model improves the packet delivery ratio by 20.31% and 11.27% on average when compared with LEACH and UCT2TSK routing models, respectively. The significant result achieved using the RER model is due to the adoption of improved cluster head selection that focuses on improving coverage and adoption of multi-objective multipath routing design.

4.6. Packet Drop Ratio

In this section packet drop ratio performance of using RER, LEACH, and UCT2TSK routing models considering varied sensor devices is studied. In Figure 8 the sensor devices are varied from 500 to 3000 and the packet drop ratio achieved using RER, LEACH and UCT2TSK routing models is graphically shown. The Figure 8 interprets that RER model improves packet drop ratio by 35.91%, 46.24%, 47.56%, 43.25%, 39.27%, and 40.41% in comparison with UCT2TSK when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. Similarly, Figure 8 interpret that RER model improves packet drop ratio by 48.52%, 53.76%, 56.75%, 55.28%, 53.95%, and 54.69% in comparison with LEACH when device size is set to 500, 1000, 1500, 2000, 2500, and 3000, respectively. The RER model improves packet drop ratio by 53.82% and 42.11% on an average when compared with LEACH and UCT2TSK routing models, respectively. The significant result achieved is due to the adoption of multi-objective multipath routing metrics that incorporate packet loss parameters where paths are selected with minimum packet loss.

4.7. Discussion

The recently modeled routing models namely UCT2TSK routing models achieve very good performance in comparison with baseline LEACH by addressing the hotspot problem. However, there is a major limitation of UCT2TSK such as poor network coverage and application QoS not being considered; thus, leading to a higher packet drop, degraded throughput, and lesser lifetime. On the other side, the RER model improves lifetime due to adoption of improved CH and ACH selection under unequal clustering environment, reduces communication overhead because of minimizing reclustering overhead through a selection of ACH in RER model, lesser delay due to adoption of multipath-based route selection for transmitting packet according to QoS prerequisite, better throughput due to adoption improved cluster head selection that focuses on improving coverage thereby increasing the lifetime of network and generation of a higher number of packet, better delivery ratio due to adoption improved cluster head selection that focus on improving coverage and adoption of multi-objective multipath routing design and lesser packet drop due to adoption multi-objective multipath routing
metrics that incorporates packet loss parameter where paths are selected with minimum packet loss. Improving the model performance in different phases such as CH and ACH selection, relay selection, route selection, and path selection the RER model achieves significant improvement in comparison with baseline LEACH and existing UCT2TSK routing model.

5. CONCLUSIONS

Minimizing the energy consumption of sensor nodes and addressing the hotspot problem in WSN is most desired. Several methods have been introduced recently to lower energy utilization. Future applications of big data and IoT that use sensor nodes require reduced access to real-time data. The present methods are not appropriate for such applications and significantly fewer studies have been emphasized on unequal clustering networks. This paper presented the RER model that minimizes energy consumption, delay, and packet loss. Tests are performed to estimate the performance of RER and other existing routing protocols such as LEACH and UCT2TSK protocols. The proposed RER method reduces control channel overhead and communication delay and enhances WSNs lifetime over LEACH and UCT2TSK routing models. From the result attained we can say the RER model is scalable regardless of smaller or larger network density adopting an unequal clustering atmosphere.
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