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Abstract – The rising interest in the Internet of Things has 

contributed to the rapid deployment of wireless sensor networks 

(WSNs). However, as a result of the design of the sensor nodes 

and networks, WSNs exhibit dynamic challenges in mobile and 

large-scale applications. The nodes are equipped with limited 

resources and the networks have static architectures. These 

problems hinder the effective implementation of WSNs. 

Software-Defined Networking (SDN) is intended to overcome 

these problems by removing control logic from the data plane 

and incorporating programmability to allow dynamic 

management and control of the nodes. Unfortunately, the gains 

from incorporating SDN into WSNs are diminished by high 

overhead control traffic, created to discover and maintain a 

global network topology view, leading to impaired network 

performance. This paper provides a systematic overview of the 

software-defined wireless network sensor literature to identify 

potential gaps and to provide recommendations for future 

studies. 

Index Terms – Software-Defined Wireless Sensor Networks, 

Topology Discovery Protocol, Minimal Overhead Control 

Traffic, Energy Consumption, Software-Defined Networking. 

1. INTRODUCTION 

The increasing growth of interest in the concept of the 

Internet of Things (IoT) has led to large deployments of 

wireless sensor networks (WSNs). WSNs are a group of 

specialized sensor nodes deployed, often in large numbers and 

in hard-to-reach areas, to lend valuable support for continuous 

remote monitoring and data collection applications. The 

sensor nodes sense the physical environment, perform 

computation on the data, and communicate the data to a 

desired location [1][2].  The nodes are typically equipped with 

resources such as one or more sensors, processing units, 

memory, power supply, and Radio Frequency (RF) 

transceiver [3]. These resources enable sensor nodes to detect 

and measure physical conditions such as temperature, motion, 

vibrations, pollutant levels and gather the data at the desired 

location. These resources are limited [4], thus, making WSNs 

unable to operate efficiently, especially in large and dynamic 

networks. The extent of limitation depends on the applications 

of the network. For instance, every node consumes energy to 

perform the task of sensing, data collection, and 
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communications [5]. Since the nodes are tiny and are operated 

on batteries, they have limited processing capability, memory 

size, communication bandwidth, and range [6]. This 

constrains the complexity and energy requirement of the 

software and protocols running on them and the topology to 

be used to deploy the network. This calls for three basic 

considerations to be made in any practical WSN 

implementation: (1). Cost- WSN nodes are deployed in large 

numbers, therefore, the cost of the sensor nodes and the 

deployment must be very low to make the deployment 

financially feasible.  (2). Power consumption- Redeployment, 

recharging sensor nodes, or engineering traffic in large scale 

networks is very difficult and costly, therefore, WSNs must 

be designed to consume minimal power during operation [7]. 

(3). Network management- WSNs are used for a limitless 

number of applications including traffic monitoring, object 

tracking, event detection, and other time-critical applications. 

These applications require flexible support for data collection 

and network management. The factors that limit the efficient 

operation of WSNs are summarized in Figure 1.

 

 

Figure 1 Factors that Affect the Efficient Operation of WSNs 

Considerable literature is available regarding efforts to 

mitigate the impact of these factors on WSNs’ lifetime and 

efficient operation [7] [8]. However, the task of designing 

innovative techniques [9], protocols [10], and applications 

[11] to minimize the impact of WSN limitations creates the 

need for adoption of the Software-Defined Networking (SDN) 

concept in WSNs. SDN promises to optimize the performance 

of the limited WSN resources by decoupling the logic of the 

network from the data plane, introducing programmability 

[12], and grouping the network into 3 planes: application, 

control, and data. The application plane is where network 

policies are defined and administered. These policies are 

passed to the control plane for evaluation and transformation 

into routing rules. The data plane generates and forwards 

traffic using these routing rules and under the supervision of a 

controller in the control plane. This approach is believed to 

simplify WSN management and minimize the effects of 

limited resources [13]. Unfortunately, the gains obtained from 

applying the SDN concept to WSNs are countered by high 

overhead control traffic [14], generated as a result of a 

collection of topology information to build the network's 

global topology view and keep the controller constantly 

updated about it. High overhead control traffic leads to traffic 

congestion, packet losses, high latency, and inefficient 

consumption of network resources, thus, looping us back to a 

shorter network's lifetime and inefficient operation. 

Since the concept of SDN and its implementation in WSNs 

are relatively new, there are only a few available literature 

review articles ([15], [16], [17]), but none of them focused on 

finding the relations and gaps in current approaches to 

minimizing overhead traffic in topology information 

collection, energy consumption, and operating inefficiency of 

Software-Defined Wireless Sensor Networks (SDWSN). 

Thus, this paper presents a detailed literature survey that gives 

an overview of the SDWSN itself with its architectural 

design, highlights the issues and shortcomings that emerged 

in WSN which necessitated the adoption of SDN as well as 

the imperfections in SDWSN, compares the approaches of 

existing works of SDWSN regarding the reduction of 
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overhead control traffic, improvement of network lifetime, 

and operational efficiency, and provides suggestions for 

future research. The paper is outlined as follows: Section 2 

presents the literature survey. Section 3 evaluates and 

compares the existing works. Open research issues are 

presented in section 4, and the paper is concluded in section 5. 

2. LITERATURE SURVEY 

Recent works in  [18][19] have surveyed the possibilities of 

porting the SDN concept to WSNs [20] to minimize the 

latter's operational constraints. The authors presented a 

general architecture of SDWSN, shown in Figure 2, to 

highlight the novelty that SDN introduces to enhance the 

efficiency, management, and operations of traditional WSNs 

[21]. With SDWSN, the network intelligence is moved to a 

central controller where protocol-specific functions are 

introduced in software to optimize the use of generic and 

commodity hardware and software in both the core and radio 

access networks. [22]. This approach allows flexible 

implementation of routing and topology control protocols. It 

also reduces the computational burden for sensor nodes. An 

improved network architecture based on SDN to maximize 

the resource usage of WSN while maintaining secure 

exchanges of messages among nodes was proposed in [23]. 

However, as stated in the introduction, topology information 

collection [24] [25] is the most significant activity of any 

SDN solution for WSN due to the limitations of WSNs' 

resources. This, therefore, necessitates the design of efficient 

Topology Discovery (TD) protocols for SDWSNs that don't 

reduce the network’s throughput, lifespan, and delay and the 

deployment of energy-efficient networks. 

 

 

Figure 2 General SDWSN Architecture [26] 

Different researchers have adopted different approaches to 

address the TD issues. Joseph et al [27]  discussed how 

overhead control traffic can be minimized to improve 

efficiency. In a full literature review of various methods or 

algorithms, the authors identified the drawbacks, strengths, 

open issues, and future research directions.  Babedi et al [28]  

proposed a Request For Comments (RFC) 7567 based QoS 

resource-aware scheme to minimize overhead traffic in highly 

dynamic and large-scale SDWSNs.  The proposed scheme 

improved data acquisition and network topology collection 

time as well as network throughput, latency, and packet loss 

ratio when compared with other similar schemes. The authors 

in [29] introduced programmable controller logic in the sensor 

nodes so that when the nodes receive new packets, they can 

take decisions without often sending flow requests to the 

controller. Besides, a new topology management layer was 

introduced to collect the local topology information. The 

authors in [30] expanded the forwarding rules to reduce the 

frequency of requests for flow setup rules. Nasim et al [31]  

proposed and implemented a "Fuzzy TD protocol " to increase 

packet delivery ratio, reduce the loss of packets, and conserve 

the energy [32] of the network to further optimize SDWSN 

performance. The protocol uses node cost calculated from 

energy, queue length, and all neighbors of each node to build 

the flow table and distribute it to all the nodes. Though it 

ensures a fair distribution of energy consumption, it is 
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computationally expensive and turns to generate high 

overhead control traffic. Theodorou et al [33] proposed a 

separate control channel in SDWSN to minimize the 

performance issues of high control messages associated with 

the in-band control channel of SDWSNs. However, this 

additional network interface and dedicated channel increase 

the hardware complexity and cost of the sensor nodes. 

Tomovic et al [34] suggested the coexistence of SDN enabled 

and conventional sensor nodes to exploit the SDN enabled 

nodes to maximize energy usage in the network while 

reducing overhead control traffic, as not all nodes are 

managed by the central controller. This approach, however, 

does not exploit the full benefits of the SDN concept.  

Table 1 summarizes the strengths and weaknesses of the 

existing SDN solutions for WSNs. 

 

Objective Approach Merits Demerits 

To prolong WSN 

lifetime [34] 

Intermixed WSN nodes and 

SDN enable nodes and 

proposed a new routing 

protocol 

Simultaneously 

balances load and 

enhance the 

network's lifetime 

 

Not all nodes are supervised by the 

controller, hence, flexibility cannot be 

achieved 

 

To demonstrate 

major features of 

SDWSN [30] 

Introduced two novel 

operations in the SDWSN 

forwarding mechanism 

Reduces latency in 

the network 

The introduction of new rules slows 

down performance and also increases 

control overhead 

 

To reduce 

overhead control 

traffic [29] 

Defined a stateful SDN 

solution for SDWSNs. 

Introduce PLC in sensor 

nodes to enable them to take 

local decisions 

PCL in sensor nodes 

could offload 

controller from 

decisions based on 

local states and 

reduce latency and 

flow processing tasks 

 

The involvement of sensor nodes in 

decision making drains batteries faster 

due to extra computation 

 

 

To improve 

performance of 

SDWSN [31] 

[35] 

Applied fuzzy theory in TD 

and routing decision 

modules to take the best 

forwarding decisions 

Decreases the number 

of lost packets and 

retransmissions 

The approach is computationally 

intensive and contributes greatly to the 

inefficient utilization of network 

resources 

 

To address issues 

of congestion, 

reliability, and 

scalability [36] 

 

Investigated the feasibility 

of installing multiple 

controllers for SDWSNs 

Increases network’s 

robustness and 

performance  

Multiple controllers reduce network 

efficiency and the optimal positions of 

the controllers were not defined or 

proposed 

 

To extend the 

lifetime of 

SDWSN [13] 

Designed two energy-

efficient routing protocols 

for SDWSNs and 

introduced an additional 

layer between the base 

station and cluster 

 

Additional layer 

reduces transmission 

distance and energy 

consumption 

The introduction of an additional layer 

increases latency  
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To increase the 

network's 

robustness [33] 

 Introduced a separate 

control channel to minimize 

high control traffic  

Reduces control 

overhead and 

improves 

performance 

Additional network interface and 

channel increase hardware complexity 

and cost of sensor nodes 

 

To improve 

network 

efficiency and 

lifetime [37] [38] 

 

Proposed optimal control 

node selection algorithms 

based on residual energy 

The algorithm 

ensures load 

balancing and 

extension of the 

network's lifetime 

Algorithms are computationally 

expensive and contribute to high 

overhead control traffic 

To prolong the 

network's 

lifetime [39] 

Suggested node duty-

cycling 

This approach 

ensures efficient 

energy consumption  

 

Altering the operation of sensor nodes 

reduces the reliability of the 

controller's decisions  

 

To improve 

routing 

efficiency [40] 

[41] 

Proposed multiple routing 

algorithms to optimize route 

selections based on network 

condition 

 

Changing routing 

protocols 

dynamically 

improves the 

network’s 

performance  

 

Changing routing protocols in real-

time takes a long time, thus increasing 

delay and loss of packets 

 

To increase the 

network's 

robustness 

against attacks 

and failures [42] 

[43] 

 

Introduced multiple 

controllers to address WSN 

's perpetual limitations 

Increases network’s 

robustness and 

performance 

Multiple controllers reduce network 

efficiency and tend to generate more 

control traffic 

To reduce energy 

consumption and 

increase network 

lifetime [44] 

Implemented an optimized 

CGSR using PSO with a 

fuzzy algorithm to balance 

energy consumption in 

SDMANET  

The protocol ensures 

load balancing and 

uniform lifespan of 

the network 

It is computationally expensive and 

requires extra memory  

Table 1 Summary of Literature Review 

Antony et al [35] implemented a fuzzy and particle swarm 

optimization-based energy-efficient clustering and routing 

algorithm to improve the network’s lifespan in a software-

defined manet. The proposed algorithm consistently spreads 

the rate of energy usage of all nodes in the network. The 

algorithm was analyzed arithmetically, and the authors 

reported a significant reduction in energy consumption. 

However, this work was merely an exploration since it did not 

provide implementation details and actual performance 

results. Maria et al [44] introduced and implemented an 

optimized cluster-head switch routing protocol using particle 

swarm optimization with fuzzy rules to balance energy 

consumption in a software-defined mobile ad hoc network. 

The cluster routing algorithm based on particle swarm 

optimization was used to perform clustering processes for 

data transmission, and high energy mobile nodes were 

identified and chosen for optimal routing of data with the 

fuzzy rules. The algorithm was reported to outperform 

conventional cluster-head switch routing protocol when 

evaluated under network lifetime, packet delivery ratio, and 

network latency in NS2. The battery level of all mobile nodes 

is calculated by fuzzy rules to achieve an optimum next-hop 

mobile node and this information is used to create a network 

topology dependent on residual energy, power level, 

reachability, and reliability of the routing node. When the 

optimal routing node moves or fails, the fuzzy system works 

to recreate the topology and optimal routing node, placing a 

high computation burden on the sensor nodes in a highly 
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dynamic network. Besides, the nodes maintained two tables 

each for routing and storing neighbor nodes, thus, requiring 

extra memory.  

A resource-efficient algorithm was developed and proposed in 

[37][38] to improve network efficiency and lifetime using 

game theory and fork and join adaptive particle swarm 

optimization. The authors argued that the approach 

automatically optimizes the number of controllers and their 

best-suited locations to minimize the exchange of control 

packets. The approach, though, ensures a fair distribution of 

energy consumption and load balancing, but it is 

computationally expensive and contributes to high overhead 

control traffic. A proposal to alter the activity of the nodes to 

increase the lifetime of the network was suggested in [39]. 

However, altering the operation of sensor nodes in SDWSN 

tends to reduce the reliability of the controller's decisions 

[45]. This is because the sensor nodes constantly update the 

central controller about the network’s global view. Ali et al 

[19] presented a study of the various contributors to energy 

consumption in WSN and the introduction of a miscellaneous 

form of SDWSN on managing the energy consumption. The 

authors also outlined the research gaps and suggested an SDN 

architectural implementation to handle efficient energy 

consumption. Further studies in [40] have proposed energy-

efficient routing algorithms for optimizing route selections. 

The proposed algorithms considered the remaining energy of 

all nodes before selecting energy-efficient routes to balance 

energy usage. Sudip et al [41] suggested a situation-aware 

SDWSN protocol switching method, using an information 

routing strategy to improve network efficiency. The proposed 

method adopts supervised learning algorithms that enable the 

controller to make decisions in real-time based on network 

conditions and application-specific requirements.  However, 

changing routing protocols in each sensor node takes a long 

time, thus increasing delay and loss of packets. The works in 

[42], [43], and [36] investigated the potential for distributing 

the control system to minimize congestion and address WSN 

's perpetual limitations by bringing the controller closer to the 

sensor nodes. The authors [42] proposed distributed 

autonomous controllers to monitor and effectively secure the 

domains to prevent external and internal attacks. To ensure 

that the change in one controller complies with the network 

rules, and the change is accessible to the other controllers so 

that the malfunction in one section of the network will not 

bring down the entire network, controllers need to 

continuously synchronize data resulting in high overhead 

control traffic and inefficient use of network resources. 

It can be noted in all the reviewed literature that the processes 

of topology information collection and update remain 

relatively the same. All the sensor nodes periodically transmit 

a TD and update packets over the broadcast channel and 

install flow tables for the entire network, so while these recent 

works have made great strides at minimizing the volume of 

overhead control traffic, maximizing energy usage, and 

improving the network's efficiency, it can be observed that 

more work needs to be done in the topology information 

collection and update processes. 

3. EVALUATION AND COMPARISON 

In this section, we evaluate and compare the promising 

algorithms, suggested to address the TD issue and improve 

SDWSN performance. The authors in [29] introduced new 

topology management (TM) layer on top of the controller and 

dedicated it to collect topology information and execute 

topology related tasks. The authors also introduced 

programmable control logic in each sensor node to enable it to 

take local forwarding decisions and avoid frequent requests 

for flow setup. This offloads the logically centralized 

controller from decisions based solely on local states, thus, 

enabling such decisions to be handled at high speed by the 

sensor nodes. It also reduces the amount of flow processing 

activities of the controller, thus, enabling it to respond quickly 

to more critical requests (requests that cannot be handled by 

the TM layer) and a minimal number of requests from the data 

plane. The authors have also included a comprehensive 

overview of the proposed protocol and evaluated its 

performance under round trip time, network efficiency, and 

the controller responsivity at different payload sizes and 

distances using a physical testbed and Omnet++ and observed 

that the protocol can potentially reduce overhead, congestion, 

latency, and packet losses and improve network's performance 

and lifetime. However, it can be observed that the proposed 

solution induces high overhead packet exchange between the 

sensor nodes and the control plane in highly dynamic 

networks, leading to a substantial decrease in the performance 

and lifetime of the network.  

 

Figure 3 Energy Usage against Node [31] 

The authors in [31] attempted to address this shortcoming to 

optimize the performance of SDWSNs by applying fuzzy 
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logic to design a load balancing TD and routing decision 

module. The module considers the cost of nodes to send 

packets to all other nodes to take the best local forwarding 

decisions, thus, balancing the battery power consumption of 

all sensor nodes. In this module, the cost of nodes was 

computed from the energy of the nodes, queue lengths, and 

several neighbors. The authors evaluated the energy 

utilization of the proposed protocol among other parameters 

in NS2 and reported an improved network performance as 

shown in Figure 3. However, due to the dynamic nature of 

SDWSN, this approach is computationally expensive and 

contributes greatly to the inefficient utilization of network 

resources even though it ensures load balancing. 

 

Figure 4 Control Overhead [46] 

The authors in [30] expanded the forwarding rules of 

SDWSNs to potentially minimize the need for sensor nodes to 

frequently request flow setup rules from the controller since 

there are more "if-else conditions" to fall back on in 

forwarding local packets. The approach also provides higher 

flexibility in defining the flows and controlling the duty-

cycling of the nodes’ radios to minimize energy usage. 

However, the additional rules create memory overhead and 

excessive latency for considering all the conditions before 

making a forwarding decision. This eventually leads to poor 

network performance. Theodorou et al [33] have suggested a 

dedicated control channel to minimize the issue of control 

channel failure due to data plane links and sensor nodes 

outages and high overhead control traffic associated with the 

in-band control channel of SDWSNs. The authors proposed 

and detailed a framework for reliable and efficient SDWSN to 

mitigate the high overhead control packets in SDWSN due to 

the frequent interaction between the data plane and central 

controller. The proposed solution outperformed RPL for 

traffic delivery, overhead control traffic, and latency when it 

was evaluated in CORAL-SDN. But the extra network 

interfaces increase complexity and costs; the approach is very 

impractical to accomplish given the nature of sensor nodes. 

Besides, requests from remote sensor nodes using an out-of-

band control channel may not be able to reach the controller 

resulting in high packet loss. The authors, in another paper, 

evaluated the effectiveness of duty cycling to conserve energy 

in SDWSN and observed that the control overhead increase 

substantially as shown in Figure 4. 

Muhammad etal [47] exploited SDN capabilities to conserve 

energy usage in WSN and implemented an energy-aware 

routing algorithm in a real testbed. The authors reported a 

significantly improved packet delivery ratio of the proposed 

protocol over AODV due to minimal congestion as shown in 

Figure 5. The collection of neighbor information for topology 

view and the approach for controller updates, however, 

increase overhead cost on sensor nodes and resulted in 

deteriorated network performance when it was compared with 

existing SDN protocol. 

 

Figure 5 Packet Delivery Ratio of Proposed Protocol 

(EASDN) Against Two Other Protocols 

 

Figure 6 Control Messages Generated for Proposed Algorithm 

(FR-CMQ) and IT-SDN 

Musa et al [48] proposed and implemented a control traffic 

reduction algorithm that prevents the transmission of 

duplicate requests for the flow set up from the controller. The 
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algorithm creates a source-destination pair reference list to 

keep track of all flow setup requests sent to the control and 

crosscheck all calls for flow requests. The algorithm was 

evaluated in it-sdn and the authors reported a substantial 

reduction in the overhead message (Figure 6) and an increase 

in inefficient utilization of energy. This algorithm, however, 

introduces an extra delay which may lead to traffic congestion 

and poor network performance; besides, it requires additional 

memory to store the reference list. Table 2 grades the 

analyzed approaches' strengths and weaknesses in terms of 

minimizing overhead control traffic, energy consumption, and 

network operation inefficiency.  

Reference Overhea

d Traffic 

Energy 

Consumption 

Operating 

Inefficiency 

Comments 

[29] High Medium Low Local decisions tend to be inaccurate resulting in 

loss of packets and high transmission of flow 

requests to the controller in dynamic networks 

[30] Medium Medium High Memory overhead and excessive latency results in 

poor network performance  

[31] Medium Low High The algorithm is computationally expensive, and 

this contributes greatly to the inefficient utilization 

of network resources 

[33] Low Medium Medium Sensor nodes farther from the controller experience 

high loss of packets 

[46] high Low  Medium  The efficiency of the controller’s decisions reduces 

resulting in repeated flow requests 

[47] high Low  Medium  Topology information collection and updates use 

broadcast leading high overhead traffic in the 

network 

[48] Low  Low  Medium The algorithm introduces memory overhead and 

excessive latency 

Table 2 Strengths and Weaknesses of Analysed Approaches 

4. OPEN RESEARCH ISSUES 

It is obvious, from the available literature, that integrating 

SDN to WSN does not completely address the various 

limitations of WSNs due to high overhead control traffic, 

generated as a result of topology discovery and maintenance. 

Consequently, there are various opportunities for future 

research efforts to mitigate topology discovery and 

maintenance challenges and maximize network performance 

efficiency.  

The following research directions would allow researchers to 

examine various methods and suggest a better way to 

minimize overhead traffic and optimize network performance 

in SDWSN. 

 The volume of traffic in the network can be reduced 

significantly by minimizing the exchange of neighbor 

discovery packets to build the network topology. This can 

be accomplished by a network architecture that ensures 

that before the flow table is obtained, a sensor node needs 

not to be aware of all other sensor nodes in the network. 

This will minimize broadcasts in the network and reduce 

the extent of the topology information collection process. 

However, a question arises as to how nodes unaware of 

all other nodes in the network will update the paths to the 

controller to request a flow set-up using the shortest path.  

 The distance between the controller and sensor nodes 

needs to be considered in future works as it contributes 

significantly to high overhead traffic in the network since 

excessive delay causes some nodes to send repeated 

requests or packets. Besides, as the hop count increases 

for large networks, the intermediate nodes generate flow 

requests to set up paths, resulting in heavy traffic 

congestion, packet losses, and inefficient use of sensor 

node resources.  

 Another major issue that needs serious attention is the 

logical centralization of the controller. In addition to 

scalability and reliability issues, the controller could 

become overburdened with numerous flow requests 

resulting in the network being flooded with several 

repeated requests. This could potentially increase the 

overhead control traffic and cause traffic congestion. 

Optimal ways of distributing the control intelligence that 

do not contribute to increasing overhead control traffic 

could be explored in future studies. 

 The efficiency of the forwarding rules also needs to be 

investigated for the possibility of making nodes to share 

or synchronize the forwarding rules in the flow table of 

other nodes instead of each node requesting flow rules 

separately when a nearby node may have the required 

flow rules at that particular instance. 
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5. CONCLUSION 

In this paper, the major factors that hinder the efficient 

operation of traditional WSNs were discussed. SDN was 

identified to offer an optimized solution to mitigate the impact 

of these constraints. Porting the SDN concept to WSNs 

simplifies the latter's management and improves its 

operational efficiency. These gains, however, are countered 

by high overhead control traffic, generated during topology 

discovery and maintenance. High overhead control traffic 

causes traffic congestion, loss of packets, inefficient use of 

network resources, and poor network performance. Existing 

literature works have proposed various methods to resolve 

this issue and improve efficiency in SDWSNs. This paper has 

discussed the strengths and weaknesses of these methods and 

future research opportunities. The objective of a future work 

of this paper will focus on combining the various techniques 

and methods, suggested in this review, to design a resource-

efficient topology discovery, maintenance, and data 

forwarding protocol for SDWSN. The protocol will enable 

sensor nodes to operate efficiently under stringent 

computational and energy constraints requirements. 
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