A Novel Fragmentation Scheme for Textual Data Using Similarity-Based Threshold Segmentation Method in Distributed Network Environment
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Abstract – Data distribution is one of the most essential architectures of any serving network. Data storage and its retrieval depend a lot on how the data is organized in the distributed environment. With the fast development of technology, the requirements of users have also changed. A user who was stationary earlier has become mobile now and requires access to the data from anywhere in the world. An unorganized data structure will result in output delay in the network and may further result in user migration from one service provider to another service provider. Data fragmentation is one of the most essential parts when it comes to data storage. Organized data always gives convenience to others to use it conveniently. Due to the vast collection of data extraction of information in a fast manner is very complicated. So, to achieve performance in a distributed system an optimal strategy is required to overcome previous lapses and serves the maximum number of users in a wide geographical network. This research paper proposes a novel relative based fragmentation method that analyses the attributes of the data in relative architecture and is helpful to achieve query performance with better speed and accuracy. To assess the current proposed work a comparison has been drawn between k-means dependent cosine similarity measurement and hybridization of cosine and soft-cosine partition methods for data partitioning. Mentioned results in the article shows that the proposed similarity-based threshold segmentation method outperforms the existing in terms of partitioning strategy, precision, and recall parameters to achieve performance.

Index Terms – Fragmentation, K-Means, Similarity, Data Partitioning, Threshold, Segmentation, Precision, Recall.

1. INTRODUCTION

A distributed system refers to the use of independent computers engaged to share various resources in the connected networks. A good distributed design is having the capability to cover each data-items requirement raised by the users. Users looking for desire data or information, using different query angles. Some of them focus on data-items belonging to a single table or a combination of more than one. From different angles, user queries are classified as fine and coarse-grained, single database or multi-database, and follow a collective and selective approach to reach required data [1]. If knowledge grows at a rapid rate day by day, design architecture should be scalable to handle vast amounts of information in the future.

The mechanism of fragmentation, allocation, and deduplication of data is associated with improving data in a distributed network. Proper utilization of available storage space is achieved by dividing the large global data into small independent parts called fragments or segments [2]. These independent segments help to reduce the load in a widely distributed environment as compared to accessing data from a single large data schema. With distributed systems, issues such as scalability, data availability, security, searching speed, and inconsistency of data can be easily managed. It has become difficult to work with a single large data system and to entertain millions of users simultaneously with high data accuracy.

The growth of cloud computing, VANET, OPPNETs is the product of parallel technology, software technology, and network infrastructure innovations [3-4]. This is a new form of a computer model that provides users with the data, applications, and various IT resources through the network as a service without delay in the exchange of information [5]. Cloud computing can be considered as a kind of infrastructure
management tool, resource management through virtualization technology, which consists of a large capacity resource pool. Cloud users will send requests through the network and then receive the service. In which dynamically deploy, modify, and reconfigure the resource pool, and cancel the operation, etc are included [6].

The availability of numerous services over the Internet is cloud computing. These assets include data processing software and apps for records, servers, computers, networks, and tablets. You can store files in cloud-based storage in an external database rather than storing them on your hard drive or local storage unit. Tools and data resources can be used as long as an electronic device has access to the Internet. Cloud storage is referred to as such because it is possible to remotely recover the stored information in the data or a virtual space. On remote servers, cloud service providers allow users to store files and programmes and then access all data online. This means that the user does not have to be in a certain position to use it in order to be able to function remotely.

Cloud storage is a popular choice for individuals and businesses for many reasons, including cost savings, increased efficiency, quality and efficiency, reliability and security [7].

The key aim of this study is to implement a new fragmentation architecture suitable for scalable question addressing in the distributed network world in terms of textual data. Earlier data fragmentation was based on empirical data and far-reaching to get the desired result. This approach introduces a novel relative-based fragmentation architecture where there is no ground reality and similarity calculations are carried out on the textual data to reach the conclusive result using vector calculations. This paper uses a mixture of similarities of cosine, soft cosine, and hybrid similarity as a differentiation between the entities of data for partitioning.

Existing design not proved to be effective on diverse data trends include textual data context. Earlier techniques focus on finding similarities between more than one documents but this technique is responsible to find the similarity in the relation itself by comparing each row to one another and apply similarity calculation on vector values. So, there is a need to depend on the required strategy suitable for a diverse environment with adaptive nature.

As follows, the paper is structured. The classification of data is in the form of a category based on related attributes is addressed in Section Segmentation. Section Similarity Measures helps to discover the relationship between the rows in relation or two data-items using Cosine, Soft Cosine similarity, and hybrid similarity. In the proposed methodology section steps are evaluated one by one i.e. selection of dataset, stop word removal, word-to-vector conversion, implementation of cosine, soft-cosine, and hybrid similarity, determination of initial centroid of the dataset used, Euclid distance calculation, finding centroid positions for each cluster, creating fragmentation, and validating the fragments using machine learning and neural network are included. The outcomes and discussion of the research work section is included to illustrate the feasibility of the work proposed. Comparative analysis is done at the end of the section to equate the new model with the current scheme.

1.1. Segmentation

Segmentation is the method of collecting data with similar properties or separating cloud data into smaller, coherent, and interconnected areas. Text segmentation is a process by which a document is split into smaller parts, typically called segments. It is used extensively in word-processing. These segments are classified as word, phrase, subject, sentence, or any unit of information, depending on the task of the text analysis. The method of removing coherent blocks of text is Text segmentation. The section is called the boundary section or passage.

There are several explanations of why a split document could be useful for the analysis of the text. One explanation for this is that it is smaller and more coherent than whole documents. Segmentation of text is a big problem when it comes to obtaining information. It aims to divide a text into homogeneous segments i.e. segments with the following characteristics: (a) each segment has a particular topic and (b) adjacent segments deal with different topics. These segments can be traced as appropriate to a query from a broad base of unformatted or loose text [8].

1.2. Similarity Measures

When there is available ground truth for the clustering then the similarity value will be evaluated through the ground truth of the cluster or region but when there is no ground truth of the region or cluster then the ground truth becomes radical and hence similarity measures are calculated through vector calculation. Discourse is the measurement of the equivalence of two pieces of evidence. In the sense of data mining, an agreement is commonly defined as a gap along with the dimensions describing the objects' properties. The degree of similarity will be high if this distance is small; if a distance is large, the degree of similarity will below. The similarity measure is used in many ways, including plagiarism, asking for a similar question previously asked about Quora, collaborative filtering in recommendation systems, etc. A similar measure may be described as the distance between various points of data. While the similarity is a quantity that represents the strength of the relationship between two data items, the difference is between the two data items measuring divergence. Three similarity measures are used in conjunction in this study, namely Cosine, Soft Cosine similarity, and hybrid similarity [9].
The resemblance is determined in the 0 to 1 [0, 1] scale.

- Relationship equal to 1 such that if $X = Y$
- Similarity is equal to 0, unless $X$ is equal to $Y$

Where, $X, Y$ are two different vector lists.

Similarity is arbitrary and relies extensively on the domain and its use. Two fruits, for instance, are similar because of color or height, or taste.

1.3. Cosine Similarity

Similarity is in general, a measure of similarity; that is, how similar things are compared to similar things. One was with the use of vectors, an equation for the computer. A vector is literally a quantity which has both size and direction. A vector is considered a 1-dimensional sequence in Computer Science. The resemblance of cosine is a method used to calculate the angle of cosine between them. The point product of the two vectors is required for finding the angle between the two vectors as shown in Figure 1. Measurement of cosine equality assumes the uniform point sum of the two objects. By determining the cosine relation, we will effectively attempt to find the cosine of the angle between the two lines. The 0° cosine is 1, and it is less than 1 for every other variable. Therefore, it is an orientation and not a magnitude judgment: two vectors with the same direction have a cosine similarity of 1, two vectors with a 90° similarity of 0, and two vectors with the same direction have a similarity of -1, irrespective of their magnitude [10].

$$\cos \theta = \frac{\vec{A} \cdot \vec{B}}{||\vec{A}|| \ ||\vec{B}||}$$

Figure 1 Similarity of Cosine

1.4. Soft Cosine Similarity

A soft cosine agreement tests attribute to the agreement. The conventional criterion of Cosine conformity determined similarity based on features determined by the model of vector space (VSM), which are completely different from each other. On the other hand, it can be a great advantage of soft cosine similarity if one needs to use a criterion of agreement that can help with the grouping or classification of documents [11].

Figure 2 Learning Computer Architecture
1.5. Hybrid Similarity

In this similarity measures, the features of cosine similarity and soft cosine similarity are combined.

1.6. Machine Learning

Machine learning (ML) is an artificial intelligence (AI) technique that without specific programming provides devices with the ability to learn and strengthen automatically. Machine learning focuses on the development of computer systems capable of viewing and learning knowledge themselves. Based on the explanations we present, the learning process begins with insights or data, such as examples, direct knowledge or input, looking for data patterns, and making informed future decisions. The key goal is to allow computers learn automatically and adjust behavior appropriately without human intervention or support [12]. ML categorization is always undertaken as given below;

- Machine learning algorithm supervised
- Unsupervised Algorithm for machine learning
- Semi-supervised algorithm for deep learning
- Machine learning algorithm for strengthening [13]

The learning computer architecture (shown in Figure 2) works completely on the relative information model. It learns from what is provided to it. It is separated into the input layer, the hidden layer, and the output layer into three parts. The input layer takes the data as raw data and transforms it against the specified goal label into a more understandable form. The hidden layer propagates the meaning of the data and generates the cross-validation training platform.

2. RELATED WORK

Several contributions were given by the researchers to build the distributed system robust. It was noticed that the researchers did not stress the efficacy of the proposed data partitioning work and that it was important to strengthen it. This issue arises due to methods of unsupervised data partitioning. Some researchers have used clustering methods, but the accuracy is lower because of the presence of unsupervised algorithms, and it is important to use the theory of similarity for clustering. K-methods are considered to be a less popular clustering algorithm since clustering is too difficult and costly to use than k-mean. The suggested algorithm uses a standard deviation that decreases the overall time for formulating the cluster by a simple k-mean. The proposed solution splits the gap with the standard deviation of the square root. This modified k-mean does even better than k-mean and k-methods. Less time is needed to formulate the clusters. But neither k-means nor k-methods also work on very large-scale outcomes. The authors have not used any kind of similarity measurement technique for distance calculation between different types of data that results in poor clustering performance, and it must be integrated with k-means using optimization approaches [14]. Researchers suggest a deep neural network such as CODEnn (Code-Description Embedding Neural Network). CODE does not fit the textual resemblance, but includes code fragments and high-dimensional vector field examples in natural language, as well as associated vectors in the code fragment and the accompanying definition. Code fragments associated with natural language questions can be obtained by the associated vector representation in accordance with their vectors. In the queries that must be handled, the task could even be semantically identified with the keywords. The researchers did not include source code management structures in this study to help symbolize, and the deep neural network is used and limited for the basic benefit of information engineering issues [15]. For image co-segmentation tasks, a new clustering algorithm called salience-guided limited cosine similarity clustering method (SGC3) has been proposed, where a one-step clustering technique extracts the usual foreground. In the method, the unsupervised significant prior is used to direct the clustering mechanism's auxiliary partition-level information. To ensure the robustness of the noise and outliers in a given previous one the similarity between the instance level and the partition level is used for joint estimation. Eventually, the optimization of associated K-means aims to successfully solve the objective function. Experimental outcomes from two widely used data sets show that the proposed solution has achieved successful performance against the most mature distribution methods [16]. A systematic experimental analysis of twenty-four benchmark functions in a test suite. ABC (Artificial colony of bees) is a very common and effective tool for optimization. ABC still does however have a lack of convergence. In order to further increase ABC convergence velocity, a new form of ABC (CosABC) is proposed to pick better neighbors based on cosine similarity. Under the direction of chosen neighbors, a new solution search equation was applied to reduce the constraint of ABC undirected search. There is a further contrast with some of the most sophisticated algorithms to check Cos-ABC supremacy. The related results of the comparison show that Cos-ABC is efficient and competitive [17]. To find similar knowledge for a user whose original question cannot be addressed precisely, clustering-based fragmentation is suggested. Approximation algorithms and lookup tables are used to give a better shape to the distributed system for supporting flexible query answering [18]. Work for optimized fragmentation approach on each attribute was conducted to know about their retrieval and update frequencies in each site. And proposed a synchronized horizontal fragmentation approach to reduce data locality issues and total cost. In this work, if query (Q) is initiated from multiple (M) locations, this query will be interpreted as a separate query for each position with a different radio
frequency [19]. To achieve fragmentation an algorithm based on agglomerative hierarchical clustering was introduced to reduce the number of iterations. It mainly focused on the minimization of transmission cost [20]. It is proposed to render fragments vertically with an Updated Bond Energy Algorithm (BEA). This algorithm utilizes attribute affinity and seeks to create clusters of attributes and attributes that are individually evaluated by the same query [21]. A hybrid fragmentation approach for deductive database systems is proposed as HFA for horizontal fragmentation and, RCA and DVF for vertical fragmentation. This is a two-phase process deductive database is fragmented using variable bindings and dependency relationships represented by dependency graph [22]. For the efficient partitioning of large datasets without query statistics, MCRUD and MMF algorithms have been suggested. It is suggested here that earlier partitioning methods were not acceptable because there were no usable statistics at the initial stage of the implementation of distributed database query statistics. [23]. Work on frequent access patterns (FAP) is given to reflect the behavior workload to ensure the data integrity and ratio of approximation. It presented a data structure that was based on trees by utilizing the depth-first search (DFS) coding for maintaining them as well as to manage newly entered queries [24]. The fragmentation mechanism has recently been shown to have a detrimental effect on the performance of negatively exported processes. Finally, by merging Process Mining (PM), Social Network Analysis (SNA) and Text Mining, the fragmentation process and improved knowledge sharing among port Community System (PCS) actors have been improved so that process efficiency can be achieved [25]. Study on data fragmentation in the public and private sectors is being carried out in order to hold information in a structural archive in order to attain data security [26].

It is concluded that, continuous efforts were given to improve partitioning strategies for distributed network environment. Earlier, partitioning of data was not using query statistics but later on the basis of the behavior of users’ frequent access pattern has used to make partitions. Due to lack in picking neighbors for the clustering and as a result query get affected during response and suffered delay. So for effective partitioning, information sharing between network nodes, maintaining efficiency, controlling delay and balancing data load a new scheme is required work for diverse environment.

3. PROPOSED METHODOLOGY

The steps are as follows:

i) Begin by uploading unlabeled Twitter data.

ii) Apply filtering of data by removing English Stop Words.

iii) Apply word to vector operations.

iv) Apply similarity calculations on the set of row list.

v) Finding of initial centroid of data.

vi) Calculation of Euclid distance of each tweet.

vii) Finding the number of centroids.


ix) Validate the fragments using ML Training and classify using a neural network.

To achieve this, we have followed further processes in sequence. The step description of each process is provided in the next sections. Each step is individually implemented in Matlab R2016a.

3.1. Dataset Used

The dataset used for the proposed work is from the sample of data and is accessible from [27] on 27.12.20.

The above-defined dataset consists of tweets in unlabelled form, which needs to be segmented, and for segmentation. In this dataset "text" column having 1048576 instances of data out of that 93 instances are used for further implementation of the relative fragmentation experiment.

3.2. Stop Word Removal

The foremost step is to filter English stop words. The list of those stop words can be accessed from stop list [28] on 27.12.20.

The process of removing English stop words (as shown in Figure 3) from the tweets helps to decrease the dimension of the available data.

![Figure 3 Stop Words Removal Process](image)

Prepositions, articles, nouns, seem to be the most common words in text documents, etc. These words do not provide meaningful information about the text. Stop list words were omitted from the text because certain words in information retrieval (IR) software are not called keywords. For E.g. By
maintaining an English stop word dictionary, English stop words are deleted from each text file in the data set [29].

For the removal of stop words, the code snippet is given below in Figure 4.

```plaintext
for i=1:n
    currentdata=rawdata(i,1);
    words=getwords(currentdata);
    allwords(i)=words;
    filteredwords=filtereddata(words,stopwords);
    allfiltered(i)=filteredwords;
    w2v(i,wd)=sum(double(filteredwords{wd}));
end
```

Figure 4 Stop Word Removals and W2V Conversion

3.3. Word to Vector

Similarity is usually a test of similarity, i.e. how similar or similar objects are compared. By using vectors, one method of calculating similarity is. A vector is essentially a number that has both direction and magnitude. A 1-dimensional sequence is considered a vector in Computer Science. A way to build a compact space of word vectors is Word2vec. It takes as input a broad text corpus (tweets after stop words have been removed) and assigns each word in the tweet a vector. First a dictionary is generated and then the vector representation of the terms is computed. Contextual proximity based vector representation: the words in the text adjacent to the same words (and thus have a similar meaning) in the vector representation have indexes of high similarity. The values of the vector after approximation (as seen in Figure 5) are represented in the dataset for each row of words in column 5. Therefore, the next step is to evaluate the similarity index of the data using three similarity measures named Cosine, Soft Cosine, and hybrid similarity index. A detailed description of these three measures is provided in the upcoming sections.

Skip-gram and Continuous Bag of Words are the two primary models in word2vec. In the Skip-gram model, terms are predicted from a word in their context, and the most possible word is chosen on the basis of the context in the CBOW model. To get the output of the probability distribution of each term, the output layer uses a softmax feature or a combination of it. Input and output words are given in one-hot encoding in these models, such that a single row is chosen W when multiplied by the matrix W connecting the input and hidden layers. Dimension N is the algorithm hyper parameter and the qualified W-output matrix, since its lines contain vector representations of terms. [30].

To speed up the training of Skip-gram and CBOW models, modifications are used softmax, such as hierarchical softmax and negative sampling, which allow calculating the probability distribution faster than in linear time from the size of dictionary [31-32].

3.4. Cosine/ Soft Cosine / Hybrid Similarity Index

A document in the vector model is considered as an unordered set of terms. Terms to retrieve information are the words that make up the text to obtained essential or useful information. Here Cosine similarity is applied to calculate the similarity index for the uploaded document to the rest of the text in the set. For example, if we have considered 100 rows in the tweet, then the similarity (either cosine or soft cosine) is determined by comparing the word vector to the rest of the 99 rows. In this way for row 2, row3, row4………………row 100, have to be determined.

Input: Word to Vector data
Output: simvalue=Calculatecossim(v1, v2)

1. Calculatecossim(v1, v2) = [ ];
2. nume = 0; //numerator
3. deno=0;//denominator
4. deno1=0;
5. deno2=0;
6. for I = 1 → v1.length
7.   nume=nume+v1(I)*v2(I);
8. End for
9. for J = 1 → v1.length
RESEARCH ARTICLE

Algorithm 1 Cosine Similarity between Vectors

Algorithm 1 showing the functioning of cosine similarity, it is represented by calculating the cosine angles between two vectors \( v_1 \) and \( v_2 \). To do this, in relation each row is compared with other rows using a vector list and use numerator and denominator as a variable. It is calculated by multiplying each vector with one another row-wise sequentially and stores their result in \( \text{nume} \) variable. And \( \text{deno} \) is calculated by multiplying by the square root of \( \text{deno1} \) and \( \text{deno2} \). \( \text{deno1} \) and \( \text{deno2} \) is the square of \( v_1 \) and \( v_2 \) respectively. In the end, \( \text{simvalue} \) is calculated by the division of \( \text{nume} \) and \( \text{deno} \).

Input: Word to Vector data

Output: \( \text{sc} = \text{Calculatesoftcosine}(v_1, v_2) \)

1. \( \text{Calculatesoftcosine}(v_1,v_2)=[] \)
2. \( \text{sc}=0; \)
3. \( \text{num}=0; \)
4. for \( I = 1 \rightarrow v_1\).length
5. for \( J = 1 \rightarrow v_2\).length
6. \( \text{num}=\text{num}+v_1(I)*v_2(J); \)
7. End for
8. End for
9. \( \text{avalue}=0; \)
10. \( \text{bvalue}=0; \)
11. for \( I = 1 \rightarrow v_1\).length
12. for \( J = 1 \rightarrow v_1\).length
13. \( \text{avalue}=\text{avalue}+v_1(I)*v_1(J); \)
14. \( \text{bvalue}=\text{bvalue}+v_2(I)*v_2(J); \)
15. End for
16. End for
17. \( \text{avalue} = \sqrt{\text{avalue}}; \)
18. \( \text{bvalue} = \sqrt{\text{bvalue}}; \)
19. \( \text{deno} = \text{avalue}^2 + \text{bvalue}^2; \)
20. \( \text{sc} = \text{num}/\text{deno}; \)
21. \( \text{sc} = \text{sc}/(\max(v_1)/\max(v_2)); \)
22. End function

Algorithm 2 Soft Cosine Similarity

To achieve accuracy in the result of cosine similarity an improved algorithm as soft cosine similarity is proposed. Algorithm 2 is used to calculate soft cosine by a division of numerator and denominator. The numerator is the multiplication of \( v_1 \) and \( v_2 \) for each row with other available rows in the relations. The denominator on the other side is the square-root of \( v_1 \) and \( v_2 \) for each row and column.

Input: calculated results of cosine similarity and soft cosine similarity

Output: \( \text{allhybrid} = \text{hybridsim}() \)

1. \( [r,c]=\text{size}(\text{w2v}); \)
2. \( \text{allcossim}=[]; \)
3. \( \text{allsoftcossim}=[]; \)
4. \( \text{allhybrid}=[]; \)
5. for \( i=1 \rightarrow r \)
6. \( v_1=\text{w2v}(i,:); \)
7. \( \text{simvalue}=0; \)
8. \( \text{softvalue}=0; \)
9. \( \text{counter}=0; \)
10. for \( j=i+1 \rightarrow r \)
11. \( v_2=\text{w2v}(j,:); \)
12. \( \text{simvalue}=\text{simvalue}+\text{Calculatecossim}(v_1,v_2); \)
13. \( \text{softvalue}=\text{softvalue}+\text{Calculatesoftcosine}(v_1,v_2); \)
14. \( \text{counter}=\text{counter}+1; \)
15. End for
16. \( \text{allcossim}(i)=\text{simvalue}/\text{counter}; \)
17. \( \text{allsoftcossim}(i)=\text{softvalue}/\text{counter}; \)
18. \( \text{allhybrid}(i)=\text{allcossim}(i)+\text{allsoftcossim}(i); \)
19. End for
20. End function

Algorithm 3 Hybrid Similarity

Algorithm 3 calculation is based on the results of cosine and soft-cosine similarity. To calculate firstly compute the size of the vector to find out the number of rows and columns. Next
RESEARCH ARTICLE

is to fetch the vectors v1 and v2 values from each word present in the rows using w2v(). Calculate similarity value by calling Calculatecossim() on v1 and v2 values. Calculate Soft Cosine similarity value by calling Calculatecoscosine() on v1 and v2 values. And at last, calculate the hybrid similarity by adding the average of cosine and soft cosine similarity for each row.

In Figure 6 columns 1, 2, 3 represent cosine, soft-cosine, and hybrid similarity calculation outcomes respectively. After applying Cosine, Soft Cosine, and hybrid similarity measures, the similarity index graphical representation is as shown in Figure 7.

The resultant output for all tweets in the row is evaluated to obtain an average similarity index is then measured. The formula used for cosine, soft cosine, and hybrid similarity index is represented by equations mentioned below:

\[
\text{Cosine Similarity} = \frac{\sum_{i=1}^{n} \text{cosinesimilarity}}{n} \quad (1.1)
\]

\[
\text{Soft Cosine Similarity} = \frac{\sum_{i=1}^{n} \text{Softcosinesimilarity}}{n} \quad (1.2)
\]

\[
\text{Hybrid Similarity} = \text{Cosine} + \text{Soft Cosine} \quad (1.3)
\]

\[
\text{Set} = [\text{Cos}_i, \text{soft}_i, \text{hybrid}_i] \quad (1.4)
\]

3.5. To Find Initial Centroid (IC) of Data

The next step is to determine, the Initial Centroid (IC) of the tweet data, which is obtained as the average of each similarity measure obtained from each similarity index (Cosine, soft cosine, and hybrid) individually. This value is taken as IC for the tweet. The formula used to determine the IC is given by equation (1.5).

\[
\text{Initial Centroid (IC)} = \left[ \frac{\sum_{k=1}^{K} \text{All Cosine}_k}{K}, \frac{\sum_{k=1}^{K} \text{All SoftCosine}_k}{K}, \frac{\sum_{k=1}^{K} \text{All hybrid}_k}{K} \right] \quad (1.5)
\]

Where, k is the total number of tweets in a given document.

As shown in Figure 8, the centroid of each cluster is represented by the "X" sign. The available data are grouped into three clusters named cluster1, cluster2, and cluster3, each represented by different colors the blue, red, and orange colors respectively.

3.6. To Find Euclidian Distance of Each Tweet

Euclidean distance is the geometric distance in multidimensional space. The Euclidean distance between points T1 and T2 in n-dimensional space is calculated using the following formula (1.6). The formula used to calculate the
Euclidean distance of each tweet from the set \((st)\), which is calculated using equation (1.4) for cosine data, soft cosine, and hybrid data is represented by equations shown below:

For all \(St\) in sets calculate,

\[
D_1 = ECU1(1C, ST) \quad (1.6)
\]

\[
D_2 = \text{Squared} \ ECU1 \ (1C, ST) \quad (1.7)
\]

\[
D_3 = (D_1 + D_2)/2 \quad (1.8)
\]

Note that the Euclidean distance (and its square) is calculated from the Tweet data obtained from the previous step.

After this, to determine the number of fragments, the total number of centroids in the given data has been calculated by measuring the average of \(D_1\), \(D_2\), and \(D_3\). i.e.

\[D = \text{Total number of centroids}\]

Calculate \(D = \frac{D_1 + D_2 + D_3}{3}\) \quad (1.9)

An example of distance measured from \(st\) that is \(d_1\) is represented by Figure 9.

3.7. Fragmentation

Data fragmentation refers to dividing the data into segments so that the storage becomes easy. To determine the number of fragments from the available data, the formula used is written by equation (1.10).

\[p = \sqrt{\frac{D\times K}{c}} \quad (1.10)\]

Where \(K\) is the total number of rows.

3.8. Neural Network

The data obtained after fragmentation is passed along with the original word 2 vector data as input to the Artificial Neural Network (ANN). The used structure of ANN is given below (see Figure 10).

The classified fragments for 100, 200, 300, 400, and 500 rows are listed in Table 1 below.

![Figure 10 ANN Structure to Classify Fragmented Data](image)

Table 1 Classification of Fragments for Each Row

<table>
<thead>
<tr>
<th>For 100 Rows</th>
<th>For 200 Rows</th>
<th>For 300 Rows</th>
<th>For 400 Rows</th>
<th>For 500 Rows</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

4. RESULTS AND DISCUSSIONS

Fragmented architecture has been designed using MATLAB simulator with 4 GB RAM, 64-bit operating system, and a processor of 2.30 GHz. The performance has been analyzed in terms of the classified accuracy. The results have been evaluated individually, for 100, 200, 300, 400, and 500 rows. Experiments have been performed five times to determine the detection accuracy as depicted in Table 2. Figure 11 represents the classification accuracy of the designed fragmented structure. The simulations have been performed five times so that the exact accuracy for the uploaded data that might contain rows (100, 200, 300, 400, and 500). From the figure, it is observed that with the increase in rows, the classification accuracy increases. This is because with the
increase in the data the ability to train ANN structure is increases that result in improved classification of the fragmented data. The average of the classification accuracy obtained for 100, 200, 300, 400, and 500 rows are 63.81, 76.28, 81.52, 83.58, and 92.078 respectively.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62.45</td>
<td>75.89</td>
<td>82.15</td>
<td>84.57</td>
<td>91.04</td>
</tr>
<tr>
<td>2</td>
<td>63.57</td>
<td>76.28</td>
<td>81.27</td>
<td>83.57</td>
<td>92.57</td>
</tr>
<tr>
<td>3</td>
<td>62.78</td>
<td>76.18</td>
<td>79.68</td>
<td>84.25</td>
<td>93.17</td>
</tr>
<tr>
<td>4</td>
<td>64.28</td>
<td>75.12</td>
<td>80.15</td>
<td>82.37</td>
<td>92.14</td>
</tr>
<tr>
<td>5</td>
<td>65.97</td>
<td>77.94</td>
<td>84.36</td>
<td>83.14</td>
<td>91.47</td>
</tr>
</tbody>
</table>

Table 2 Classification Accuracy for Different Rows

To evaluate precision and recall average percentage of iterations is calculated as shown in Table 3. The fragments architecture created after the evaluation of the proposed work is further evaluated by parameters such as True Positive, True Negative, False Negative, and False Positive are shown in Table 4. Precision and Recall are shown in Table 5.

True Positive (Tp) =
Total true selected elements / Total sample size (1.11)

False Positive (Fp) =
False selected elements / Total sample size (1.12)

True Negative (Tn) =
True left samples / Total Sample Size (1.13)

False Negative (Fn) =
False left sample / Total Sample Size (1.14)

Table 5 showing the precision and recall and found that they are almost the same for every row passed and Figure 12 shows the graphical representation of the precision and recall. The Fp value reveals that the components are not put in fitting clusters. The Fp outcomes in this work are lower. Tn showing bad samples that are left. If it is high it indicates a good search response. Depends on the value calculated for Tp, Tn, Fp, and Fn precision and recall values are calculated.
5. COMPARATIVE ANALYSIS OF PROPOSED AND EXISTING WORK

The maximum attained precision is 0.98 for total passed rows of 500. The recall value for every row passed is 0.85. It is found that an enhancement in proposed work in the case of precision and recall is seen. Earlier researchers used the k-means dependent cosine similarity measurement method to determine the feature similarity between the cluster centroids and the data points to quantify the similarity between the outcome of the clustering and the side details. A clustering algorithm for data partitioning using the principle of a learning method has been proposed. The main drawback of this proposed work is that only cosine similarity based k-means have been used for partitioning large data sets [33]. An effort on the hybridization of cosine and soft-cosine is also carried out to improve precision and recall parameters during partitioning [34]. In this research, we have proposed cosine, soft cosine, and hybrid similarity as an enhanced mechanism and achieved an increase of 0.98 precision and 0.85 recall values as outcome. So, we rely on this technique for fragmenting the text data for a diverse system. Table 6 shows the comparison of calculated precision and recall. Figure 13 shows the Graphical Views of Precision and Recall

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Huaping Guo et al. [33]</th>
<th>Kiranjeet Kaur et al. [34]</th>
<th>Proposed Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.47</td>
<td>0.69</td>
<td>0.98</td>
</tr>
<tr>
<td>Recall</td>
<td>0.54</td>
<td>0.67</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 6 Comparison of calculated Precision and Recall

In this paper, novel relative data fragmentation architecture is proposed to divide the large dataset into different fragments. Here, twitter data is being applied for experiment purposes and converted into vectors to use it for fragmentation purposes. Cosine, soft cosine and hybrid similarity calculation is calculated and centroid positions are discovered. K-Mean algorithm is used to calculate the distance between data points with each centroid to discover clusters. At last, validation and performance is performed by checking its accuracy using ANN. In this research, efforts are given to introduce novel similarity based data fragmentation architecture in an unsupervised learning environment. Comparison is performed and attained high precision and recall as compared to the existing proposed methods.

Future work is stress on the allocation and deduplication of data to strengthen the wide distributed network environment. So, that most of the user’s requirements can be satisfied and also work for the enhancement of various parameters such as cost, delay factors, duplication of data.

6. CONCLUSION

Earlier techniques depends on cosine based k-means, cosine and soft cosine hybridization for clustering were not effective due to lack of balance in the quality and efficiency of clustering in categorical data sets.

The principles of existing approaches are fine for some case, but not applicable. So algorithm hybridization is the best approach. Cosine and soft cosine similarity notions are used to compute hybrid similarity in this research work to ensure improved efficiency and can easily dealing with large data sets.
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