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Abstract – Increase in volume and intensity of network attacks, forcing the business systems to revamp their network security solutions in order to avoid huge financial losses. Intrusion Detection Systems are one of the most essential security solutions in order to ensure the security of any network. Considering huge volumes of network data and complex nature of intrusions, the performance optimization of Network Intrusion Detection System became an open problem that is gaining more and more attention from the researchers nowadays. The objective of this paper is to identify a machine learning algorithm that provides high accuracy and real-time system application. This paper evaluates the performance of 15 different machine learning algorithms using NSL-KDD dataset on the basis of false discovery rate, average accuracy, root mean squared error and model building time. Firstly, 5 machine learning algorithms out of 15 are chosen on the basis of maximum accuracy and minimum error in WEKA. Simulation of these machine learning algorithms is performed using 10-fold cross validation. Thereafter, the best machine learning algorithm is selected on the basis of maximum accuracy and minimum model building time so that it can be readily implemented in real-time Intrusion Detection Systems.

Index Terms – Intrusion, Detection, Classification, Network, WEKA.

1. INTRODUCTION

This section should introduce the article. Authors should introduce the problem that is going to be discussed in the entire article. In the era of digital information, growth in the network and its potential allows people to carry out their most mundane of tasks to most complex activities from remote locations in a time efficient manner with great ease. Although network brings lots of new ways to reach the end users for business models, but it also brings the risk associated with it [1]. According to Kessel and Allan survey [2] “Every organization is at the risk of a cyber-attack”. In order to safeguard themselves from these attacks, users and organizations want to protect themselves against intrusions. In technical terms, intrusion is the ability to break into a system and compromise its confidentiality, integrity and availability [3-4].

Therefore, a computer or network system is considered as secure if it possesses confidentiality, integrity and availability against various types of threats [5-6]. To protect networks and sensitive data against intrusions or attacks, different defense mechanisms are employed by most organizations. Although firewall [7] is used as first line defense to protect against external attacks/intrusions in the majority of organizations, but if an intrusion/attack bypass firewall or attack is internal then firewall is of no use [8].

Attack avoidance methods such as cryptography fail if an attacker uses the weakness of an application such as a buffer overflow in order to cause serious security threats.

Intrusion Detection System (IDS) comes into picture when above mentioned methods fails [9]. They are like the second line of defense in your network or system. An IDS is a hardware or software that monitors the digital traffic to identify malicious activities [10-12]. Basically, IDS is a collection of tools and methods that identifies, analyze and report intrusions [13].

According to the behavior of detection, IDS can be categorized as: Signature and Anomaly based [14]. Signature based IDS detects an attacker using a signature database where signatures represent the patterns formed by previous intrusion attacks. However, this type of detection system is not able to discover zero-day attacks. Also, the database should be updated constantly to guarantee that it contains signatures about the newest type of intrusions. Anomaly based IDS constructs the profile of normal network traffic and discovers any deviance in behavior of the normal traffic to recognize attacks using machine learning algorithms and data mining techniques. This profile needs to be updated regularly. Anomaly based IDS can identify zero-day attacks, but with a high probability of producing fake alarms [15].

The major problem with existing IDS is efficiency and precision in detecting intrusions [16]. An efficient IDS should be intelligent enough to recognize zero-day attacks with high precision. In recent times, machine learning approaches are extensively used in network intrusion detection techniques because they require less expert knowledge, significantly reduce the burden of analyzing huge volumes of network traffic and provide more precise results even in case of zero-day attacks. A machine learning algorithm is given a set of entries in a dataset that comprises of different classes (normal and anomaly) as input. It aims to separate them as correctly as possible with the help of a model [17].
Literature indicates that researchers have randomly selected one algorithm from each classification category and compared them to find the best one for a particular dataset or they have compared different algorithms from a single category of machine learning algorithms. Moreover, the best algorithm is decided on the basis of predictive accuracy of the algorithm. However, implementation of IDS in a real-time environment is only possible if a detection system offers high prediction accuracy in minimum possible time so that remedial actions can take immediately.

Therefore, the motivation behind writing this paper is to determine the performance of 15 most popular machine learning algorithms from different categories and select the best one on the basis of maximum accuracy and minimum prediction time simultaneously for an anomaly-based IDS. This paper evaluates the performance of different machine learning algorithms on NSL-KDD dataset.

The rest of the paper is structured as follows:

Section 2 presents the literature survey on IDS. Evaluation environment, machine learning algorithms and their parameters are discussed in Section 3. Section 4 evaluates the different algorithms using NSL-KDD dataset and discusses the results. Lastly, Section 5 concludes the paper and discusses the future work.

2. RELATED WORK

Initially, the concept of intrusion detection was detected by James in 1980 [18]. Author developed a security surveillance model that detects abnormality in the behavior of the user. A systematic framework [19] that uses data mining methods was proposed by Lee et al. to detect intrusions in 1998. In 2000, Lippmann et al. presented a relative study [20] of various classification algorithms for intrusion detection in 2000. A framework [21] that uses different classification algorithms in order to train classifiers on the dataset of benign and malicious executable so that they can detect the category of new executable was developed by Schultz et al. in 2001.

In 2007, Hwang et al. presented a 3-tier architecture IDS [22] that comprises of three different lists: black list, while list and multi-class. White list comprises of normal traffic, black list comprises of known attacks from the traffic and multi-class comprises of anomalies that are identified in the normal traffic. Srinivasulu et al. [23] in 2009 presented various classification algorithms named as CART, Naïve Bayes and Artificial Neural Networks and compared their performance using confusion matrix.

In 2009, Tavallaee et al. [24] studied each feature of KDDCUP’99 dataset in detail. Reddy et al. [25] presented a survey of several IDS techniques in 2011. The effectiveness of all rule-based classifiers was evaluated on the basis of accuracy, time, specificity, sensitivity and error by Nadiammai et al. [26]. A comparison study of J48, OneR, Naïve Bayes, PART and RBF network classifier was presented by Kalyani et al. [27] in 2012 on NSL-KDD dataset. The authors also presented the benefits of using NSL-KDD dataset over KDDCUP’99 dataset. Subramanian et al. in 2012 [28] classified the NSL-KDD dataset and studied its performance with the help of Random Tree classifier w.r.t metric data.

In 2012, Neetu proposed an IDS framework [29] as a blend of Naïve bayes and Principal Component Analysis. Results demonstrated that this framework is able to enhance speed of performance. Revathi et al. [30] compared the different classifiers on the basis of performance and accuracy in 2013. The algorithm with highest accuracy is considered as the best classifier.

Dhanabal et al. [31] in 2015 determines the performance accuracy of classification algorithms, J48, SVM and Naïve Bayes on NSL-KDD dataset. In 2016, the performance of Naïve Bayes, J48, OneR and RandomTree was compared using False Positive, True Positive, Correctly and Incorrectly Classified Instances by Chindananda et al [32]. Results demonstrated that RandomTree performed better in comparison to other three algorithms on the above stated parameters.

It is clear from the above discussion that authors in literature selected the best classifier on the basis of prediction accuracy in classifying instances. However, the time required to construct a model is very crucial for implementation of a developed intrusion detection model. Consequently, the motive of this paper is to design a model that possesses maximum accuracy and take minimum time in building the model.

3. EMPIRICAL STUDY

In this paper, author use NSL-KDD dataset to determine the effectiveness of various machine learning algorithms for intrusion detection and perform experiments in a stepwise manner. Firstly, the experiment evaluation environment is built upon by choosing the platform, software, dataset and test option. Secondly, different classifiers are chosen from the different classification categories: Bayesian, functions, rules and tree-based approaches.

3.1. Evaluation experiment

All the simulations were executed on a computer system that has i5-5200U CPU, 8.00 GB RAM and Windows 7 Professional operating system. WEKA (3.8)- an open source machine learning algorithm is used [33]. It was developed in 1997 by University of Waikato, New Zealand.

It is one of the most widely used tools. It was written in C initially but then rewritten in Java. WEKA comprises of different algorithms in order to perform data mining tasks. It also comprises of tools that can used for data-preprocessing.
regression, classification, clustering, association rules, attribute evaluator and visualization. In this paper, the author evaluates some of the machine learning algorithms.

In this paper, improvised version of KDDCUP’99; NSL-KDD dataset is used for the experimental purposes. KDDCUP’99 is one of the most extensively used dataset for Intrusion Detection and publically available [34, 35]. It contains around 4,900,000 records and each record contains 41 features. The KDD CUP dataset is not preferred nowadays because it suffers from several problems [24]. According to Tavallaee et al. [24], this dataset was generated using a closed network and suffers from problem of redundant entries, hand injected attacks and non-validation. These drawbacks in KDD CUP dataset lead to performance degradation of various IDS.

The NSL-KDD dataset was introduced to resolve some of the inherent problems of KDDCUP’99. It comprises of carefully chosen records of an entire KDDCUP’99 dataset and also resolves the problems specified by Tavallaee et al. [24]. The NSL-KDD dataset contains 125,973 records where each record comprises of 41 features. This paper evaluates NSL-KDD dataset because it can be easily shared and allows other researchers to compare all classification techniques under the same baseline. With live network traffic it became challenging for researchers to validate or improve former research outcomes because live data is never shared or released due to secrecy concerns. This dataset is used to design a better IDS. It divides the network traffic into 2 classes. It initially contains 42 attributes and 125973 instances.

This paper uses 10-fold cross-validation to train and evaluate the algorithms because it reduces the variation of estimation [36]. In case of cross validation, data is partitioned into 2 subsets, one subset for carrying out the analysis and other subset for authenticating the analysis. To reduce the variance, several iterations are executed with variable size partitions and then the average is taken. In case of 10-fold cross validation, the dataset is arbitrarily partitioned in 10 parts in such a manner that class is represented in equal proportion as in the case of the entire dataset. The learning process is done 10 times on different training sets. An average of 10 error rates across 10 different folds calculated to obtain an overall error rate. 10 fold cross validation is considered because extensive experiments on different datasets have revealed that 10 folds gives you the finest estimation of error [36]. With the help of the above settings, evaluation of different classification algorithms is performed.

3.2. Classification algorithms

Different classifiers can classify the traffic of network as normal or anomaly. In this paper, WEKA is used to classify traffic using algorithms of different classification categories as shown in Figure 1.

Figure 1 Various Machine Learning Algorithms in Different Categories.

Brief description of these classification categories is as follows:

3.2.1. Bayes Classifier

Bayesian classifiers [37] use Bayes’s theorem to evaluate the likelihood of occurrence of certain events and store the probability of class and conditional probability of each attribute. After encountering a new instance, algorithm updates the probabilities stored with the specific class. Under this category, the four algorithms are evaluated. Brief description of evaluated algorithms is as follows:

3.2.1.1. Bayes Net

A Bayesian network [37] represents a set of variables as nodes of the graph and dependency among these variable is shown in form of edges. During modeling, a Bayesian network must make certain assumptions about the dependence and independence among variables because in the real world two variables are never completely independent. Bayes Net models relation between features in a very simple way. However, this type of model is very complex to implement.

3.2.1.2. Naïve Bayes

Naïve Bayes is constrained form of Bayes Net. To make the practical implementation of Bayesian Network feasible, Naïve Bayes assumes that variables that approximately independent
are completely independent. Naïve Bayes is used when you have limited memory, CPU power and training time is also very crucial. Naïve Bayes is computationally efficient and can be trained very easily. However, it is very simple representation doesn’t allow for rich hypothesis. Also, assumption about independence among attributes is too constraining.

3.2.1.3. NaïveBayesMultinomialText

It is a specific form of Naïve Bayes designed for text documents. Simple Naïve Bayes models a document as the occurrence and absenteeism of individual words. Multinomial based Naïve Bayes is used when multiple occurrences of words matter a lot because it takes into consideration quantity of occurrences. It possesses high computational efficiency, accuracy for most of classification and prediction problems but accuracy/precision decreases with small amount of data.

3.2.1.4. NaïveBayesUpdateable

It is an incremental version of Naïve Bayes that handles one request at a time. It uses kernel estimator and default precision of 0.1 for modeling of numerical attributes. It doesn’t use discretization.

3.2.2. Functions Classifier

They deploy the model of regression and neural network [38]. In this type of classifier, the input data is mapped to the output data. In this category, following 3 algorithms are evaluated:

3.2.2.1. Logistic

Logistic regression [39] assumes that input variables are numeric and they have a Gaussian distribution. However, it can also achieve good results if data is not Gaussian. It is fast and simple to implement but suffers from an overfitting problem.

3.2.2.2. Simple Logistic

SimpleLogistic adds one SimpleLinearRegression model per class. SimpleLogistic has built-in attribute selection i.e. it stops adding SimpleLinearRegression models when the cross validation error stops decreasing. It prevents overfitting of training data but slows down the learning process.

3.2.2.3. Voted Perceptron

This algorithm takes benefit of data that is linearly separable with huge margins. Easy to implement and its precision is comparable to Support Vector Machine (SVM). It also works with high dimensional data using kernel functions. However, this algorithm requires huge amount of storage in storing weight vectors and their count. Also, learning process is very slow.

3.2.3. Rules Classifier

For an accurate estimate of class amid all the attributes association rules are used [36, 40]. They are mutually exclusive in nature and can be learnt one at a time. More than one conclusion can be predicted with the help of rule based classifier. Brief description of algorithms evaluated in this category is as follows:

3.2.3.1. Decision Table [41]

It summarizes the dataset in the form of a decision table that comprises of equal amount of attributes as in the original dataset. Later on, it determines a decent subgroup of attributes using best first search. By excluding the less contributory attributes in the designing of model this algorithm eliminates the risk of over-fitting and in turn generates a small and compressed decision table. However, calculation gets very complex if several values are uncertain.

3.2.3.2. JRip

It uses examples of a previous judgment in the training data and determines a set of rules that covers all the members of that class. Thereafter, it proceeds to next class until all the classes are covered. JRip builds models in such a way that they can be interpreted very easily. It can also handle categorical and continuous values as well as noisy data. However, it doesn’t provide high precision/accuracy when the training set is small.

3.2.3.3. OneR

It builds a single rule corresponding to every attribute then selects the rule that has the lowest error rate. That’s why it is known as OneR. In WEKA, a rule which identifies the maximum number of correct instances is selected as its single rule. To do so, the most recurrent class of that attribute value is determined [41]. If 2 rules possess identical error rate then it selects one of the rules at random [42]. The rules generated in this way might not be that accurate in comparison to other state of art algorithms but simple and easy to interpret. Also, it divides all values into disjoint intervals. This may cause overfitting problem in case of continuous-valued attributes.

3.2.3.4. PART

This algorithm generates an ordered set of rules known as decision rules. Novel data is matched against every rule and item is allotted the class of best matching rule. In each iteration. It is an amalgamation of C4.5 and JRip algorithm [43].

3.2.3.5. ZeroR

This algorithm relies on target and overlooks all predictors. It constructs a frequency table for the target and selects its most recurrent value. Although it doesn’t possess any prediction power but it is useful to evaluate the baseline performance as a benchmark for comparison with other learning algorithms. It suffers from an overfitting problem.
3.2.4. Trees

They prepare a tree like structure as a result where nodes represent a test on the value of attribute and branch represents the outcome of the test [44-45]. They are also popular with the name decision trees. Description of algorithms evaluated under this category on NSL-KDD dataset is as follows:

3.2.4.1. J48

It produces a binary tree and classifies a new item on the basis of decision tree made by attributes values of training data. Whenever a training set is encountered, this algorithm recognizes the attribute that differentiates majority of instances in an accurate manner. A classification-decision tree is generated for the given dataset by recursively partitioning the data until data is perfectly categorized so that maximum accuracy can be assured of the training data. It is one of the best machine learning algorithms.

3.2.4.2. RandomForest

This algorithm is called random tree because you are actually classifying the dataset repeatedly by randomly selecting a subset of attributes, this results in the formation of multiple decision trees. To reach a final decision, every tree makes a vote. This kind of methodology reduces the risk of overfitting. It runs efficiently on large datasets and maintains correctness even when a huge percentage of data is missing. However, it ignores the correlation among attributes.

3.2.4.3. RandomForest

RandomForest is a combination of multiple RandomTrees into one large classifier with more amount of randomization. The value of each tree depends on the input vector sampled independently. Randomness is incorporated by building each tree but on slightly different rows sampled with repetitions. Also, certain numbers of features are selected by randomly electing subset of columns. So, each tree is different and each tree votes for a particular class and class with maximum number of votes became predicted class. It offers lower classification error and handles uneven datasets really well. It possesses the danger of overfitting with high cardinality categorical variables. Moreover, it is hard to make them incremental and difficult for human to interpret.

4. PERFORMANCE EVALUATION

To evaluate the performance of 15 most widely used machine learning algorithms on different metrics using NSL-KDD dataset, a simulation study is performed in this section.

4.1. Simulation environment

The performance of different machine learning algorithms on NSL-KDD dataset is evaluated with the help of WEKA. The evaluation is performed on the KDDTrain+.arff file that contains 125,973 instances with 41 attributes. 10-fold cross validation is used as a test option throughout all the evaluations. Evaluations are performed a multiple number of times and results are compiled by taking an average of ten different evaluations on the KDDTrain+.arff file. Evaluation provides you lots of information about the algorithm such as model building time, different type of errors and a confusion matrix. Confusion matrix is the foundation from which a number of different parameters can be calculated. Confusion matrix is composed of 4 values:

True Positive (TP): TP indicates the number of positive instances identified accurately.

False Positive (FP): FP indicates the number of negative instances identified as positive incorrectly i.e. number of normal traffic instances incorrectly classified as attacks

True Negative (TN): TN indicates the number of negative instances identified as negative.

False Negative (FN): FN indicates the number of positive instances identified as negative incorrectly.

In this paper, False Discovery Rate, Average Accuracy, Root Mean Squared Error and Model Building Time are used to evaluate performance of classifiers where a value of False Discovery Rate and Average Accuracy are determined with the help of the confusion matrix.

4.2. Performance Evaluation

This section presents the performance comparison between 15 above mentioned algorithms on the basis of different metrics on NSL-KDD dataset.

4.2.1. False Discovery Rate (FDR)

![False Discovery Rate](image)

Figure 2 False Discovery Rate

FDR indicates the percentage of incorrectly made positive predictions out of the total number of positive predictions. It is calculated with the help of below mentioned formula:
### FDR

\[
FDR = \frac{FP}{TP + FP} \times 100
\]

For example, in case of a Bayes Net algorithm number of FP and TP instances are 3129 and 66908 respectively in NSL-KDD dataset. Therefore, the FDR of Bayes Net is calculated as

\[
FDR = \frac{3129}{66908 + 3129} \times 100 = 4.46\%
\]

It should be as small as possible for a good classification algorithm. Figure 2 demonstrates that RandomForest possesses minimum FDR followed by PART, J48, RandomTree and JRip.

#### 4.2.2. Average Accuracy (AA)

AA is determined as the percentage of correctly classified instances from the total number of class instances. It is calculated with the help of below mentioned formula:

\[
AA = \frac{TP + TN}{TP + FN + FP + TN}
\]

For example, in case of a Bayes Net algorithm number of TP, TN, FP and FN instances are 66908, 55501, 3129 and 435 respectively in NSL-KDD dataset. Therefore, the FDR of Bayes Net is calculated as

\[
FDR = \frac{66908 + 55501}{66908 + 435 + 3129 + 55501} \times 100 = 97.2\%
\]

Average Accuracy of a classification algorithm must be on the high end. Figure 3 illustrates the fact that RandomForest possesses the highest accuracy of 99.9% followed by RandomTree, PART, J48 and JRip with 99.8% accuracy.

#### 4.2.3. Root Mean Squared Error (RMSE)

RMSE is an excellent metric for numeric prediction. To calculate RMSE, we first need to calculate residual. Residual is difference between actual value and the value predicted by the model. RMSE is calculated with the help of below mentioned formula:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

Where, \(y_i\) is the actual value, \(\hat{y}_i\) is the predicted value and \(n\) is number of predictions.

It is clear from the Figure 4 that RandomForest has minimum root mean squared error followed by PART, JRIP, J48 and RandomTree.

Table 1 presents a comprehensive comparison between the 15 most popular machine learning algorithms.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Algorithm</th>
<th>FDR</th>
<th>AA</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes</td>
<td>Bayes Net</td>
<td>4.46%</td>
<td>97.17%</td>
<td>.16</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes</td>
<td>11%</td>
<td>90.38%</td>
<td>.30</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes</td>
<td>46.5%</td>
<td>53.45%</td>
<td>.49</td>
</tr>
<tr>
<td></td>
<td>Multinomial Text</td>
<td>11%</td>
<td>90.38%</td>
<td>.30</td>
</tr>
<tr>
<td>Functions</td>
<td>Logistic</td>
<td>2.7%</td>
<td>97.1%</td>
<td>.15</td>
</tr>
<tr>
<td></td>
<td>Simple Logistic</td>
<td>3.6%</td>
<td>97%</td>
<td>.15</td>
</tr>
</tbody>
</table>
It is clear from the above results that out of 15 classification algorithms, 5 classification algorithms perform best in terms of accuracy, false detection rate and error. Table 2 depicts the performance comparison between best 5 machine learning algorithms.

<table>
<thead>
<tr>
<th>Classification Category</th>
<th>Algorithm</th>
<th>FDR</th>
<th>AA</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules</td>
<td>JRip</td>
<td>.23%</td>
<td>99.8%</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>PART</td>
<td>.16%</td>
<td>99.8%</td>
<td>.03</td>
</tr>
<tr>
<td>Trees</td>
<td>J48</td>
<td>.19%</td>
<td>99.78%</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>.11%</td>
<td>99.9%</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>Random Tree</td>
<td>.23%</td>
<td>99.76%</td>
<td>.04</td>
</tr>
</tbody>
</table>

Table 2: Performance Comparison between best 5 machine learning algorithms on the basis of different parameters

However, model building time is a very crucial parameter in order to decide the feasibility of implementation of an algorithm in real-time network IDS. An algorithm will not be suitable if its average accuracy is very low or if its training time is very high. Therefore, it is very important to determine the time required by an algorithm to build a model on the dataset so that best suitable model out of these 5 algorithms can be used for a real-time network IDS.

4.2.4. Model Building Time (MBT)

MBT is the model building time on training data. Figure 5 shows that model building time is minimum in case of RandomTree and maximum for JRip out of a set of best 5 performing algorithms.

4.3. Discussion

After analyzing the performance comparison of 15 classification algorithms, it is concluded that some algorithms perform better than the other algorithms. Here, the author discusses all the evaluation parameters separately.

4.3.1. False Discovery Rate

FDR is the percentage of incorrectly made positive predictions out of the total number of positive predictions. It basically highlights the number of normal traffic instances incorrectly classified as attacks. It is clear from the results that RandomForest has minimum FDR followed by PART, J48, RandomTree and JRip. However, the difference between FDR of these algorithms is negligible since it is below 0.25% for best 5 algorithms. VotedPerceptron, ZeroR and NaiveBayesMultinomialText are clearly out of competition since they possess very high FDR.

4.3.2. Average Accuracy

All tree and rule based algorithms possess high accuracy except ZeroR algorithm. It also validates author’s discussion in section 3 that ZeroR is useful in providing baseline performance. VotedPerceptron provides a minimum amount of accuracy, followed by zeroR and other NaiveBayes based algorithms.

4.3.3. RootMeanSquaredError

In contrast to Mean Absolute Error, RMSE punishes large errors severely. It is minimum for RandomForest followed by PART, RandomTree, J48 and JRip with negligible or no difference. Like in case of FDR and AA, RMSE is higher in case of VotedPerceptron.
Although the detection rate is a very crucial component in an IDS but at the same time it is very important to evaluate the feasibility of implementing an algorithm in a real-time IDS. Selection of a classification algorithm plays a very important role in performance improvement of a network IDS. A network IDS is the necessity for commercial world not for the scientific world. Companies look for the algorithms that not only detect intrusion with high accuracy but also within a very short span of time. Algorithms that possess very high accuracy but consume lots of time in building the model can only be used by researchers in their laboratories. Therefore, it is very important to take model building time into consideration.

4.3.4. Model Building Time

It is evident from the above table 1 that RandomForest offers highest detection rate and lowest false alarms in comparison to other 14 algorithms. RandomForest takes significant time in building model because it builds multiple classifiers. The best performed algorithm with low time to build the model is RandomTree. This model can play significant role for the organizations looking for deploying a real time network IDS. This model can also be beneficial for researchers who are working on the development of lightweight data mining algorithms.

5. CONCLUSION

The motive of this paper is to identify an efficient and accurate machine learning algorithm that can address and control the ever increasing problem of network intrusion in a convenient manner. Initially, a literature survey is made on the studies of KDDCUP’99 and NSL-KDD dataset. Later on, a comprehensive study of 15 most popular machine learning algorithms along with their pros and cons is done. Then, WEKA is used to assess the performance of most popular machine learning algorithms. The paper concludes that out of 15 most popular machine learning algorithms, RandomTree possesses a high detection rate and minimum model building time so it can be readily implemented in a real-time network IDS. In the future work, feature selection will be done in the existing algorithm so that detection accuracy can be improved further without increasing the model building time on the high dimensional dataset. Besides, real time implementations of the algorithm will be done to in order to evaluate its effectiveness.
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